Distributed Detection in Millimeter Wave Massive MIMO Wireless Sensor Networks

Abstract—This paper considers a distributed detection framework for millimeter wave (mmWave) massive multiple-input multiple-output (MIMO) wireless sensor networks (WSNs). A hybrid combining based low complexity fusion rule is derived at the fusion center (FC) that also incorporates the local probabilities of detection and false alarm of the individual sensor nodes, thus making it suitable for practical scenarios. Closed-form expressions are obtained for the probabilities of detection and false alarm are evaluated to characterize the system performance. Moreover, a deflection coefficient maximization based framework is also developed to determine the signaling matrix that further improves the detection performance of the proposed scheme. Finally, simulation results are presented to demonstrate the performance of the proposed detector and to corroborate the analytical results.

I. INTRODUCTION

Millimeter wave (mmWave) communication, which exploits the spectrum in the 30 GHz to 300 GHz band, has shown excellent potential toward enabling high data rates in next-generation 5G communication systems [1]. However, mmWave communication faces several challenges, such as higher path losses, severe signal blockage and increased hardware complexity when compared to conventional systems operating at carrier frequencies below 6 GHz [2]. In this context, massive multiple-input multiple-output (MIMO) technology, which can provide both antenna directivity and array gains, can be employed to compensate for the increased propagation losses experienced at mmWave frequencies. Therefore, the integration of mmWave and massive MIMO technologies leads the ability to address the technical challenges in 5G communication systems.

Conventional fully digital baseband signal processing schemes that require an individual radio frequency (RF) chain for each receive are impractical for the mmWave massive MIMO systems because of the high hardware complexity, power consumption and cost that such an architecture entails. Therefore, hybrid combining techniques, which need a significantly lower number of RF chains in comparison to the number of transmit/receive antennas, have been shown to be well suited for mmWave MIMO systems [3]. In this context, the authors in [4] have analyzed the spectral efficiencies of both centralized and distributed mmWave massive MIMO systems with hybrid precoding. A few works in the existing literature [5]–[7] have proposed fusion rules based on linear filtering at the fusion center (FC) for massive MIMO wireless sensor networks (WSNs).

However, none of the works have proposed hybrid combining based fusion rules for mmWave massive MIMO WSNs. Therefore, this work considers a coherent multiple access channel (MAC)-based WSN, where several nodes simultaneously communicate with the FC equipped with a massive antenna array in the mmWave band. Each sensor node transmits a decision vector over one or more signaling intervals to convey its local decision to the FC. A low complexity fusion rule based on hybrid combining is determined for distributed detection in the mmWave massive MIMO WSN, incorporating also the probabilities of detection \( P_{D,k} \) and false alarm \( P_{F,k} \) of the local sensor decisions. Closed-form expressions are derived for the system level probabilities of detection and false alarm at the FC to analytically characterize the performance of the proposed detectors. Moreover, a deflection coefficient maximization based optimization framework is developed to obtain the optimal signaling matrix, which can further enhance the detection performance of the proposed scheme. Finally, simulation results are presented to demonstrate the detection performance of the proposed scheme.

II. SYSTEM MODEL

Consider a mmWave massive MIMO WSN wherein \( K \) sensors are sensing a specific signal of interest. This framework can be modeled as a distributed binary hypothesis testing problem, where the null hypothesis \( \mathcal{H}_0 \) and the alternate hypothesis \( \mathcal{H}_1 \) indicate the absence and presence of the signal of interest, respectively. The WSN comprises of \( K \) single-antenna sensors which are simultaneously communicating with the FC over a flat fading coherent MAC. The FC is equipped with a massive antenna array of \( M \) antennas and \( N_{RF} \) radio frequency (RF) chains, such that \( M \gg K \) and \( N_{RF} = K \). Each RF chain can access all the \( M \) receive antennas at the FC. Depending on the local decision, the \( k \)th sensor, \( 1 \leq k \leq K \), transmits a decision vector \( \mathbf{x}_k = [x_k(1), x_k(2), \ldots, x_k(N)]^T \in \mathbb{C}^{N \times 1} \) over \( N \) signaling intervals and it can be either \( x_k = \mathbf{u}_k \) or \( x_k = -\mathbf{u}_k \), indicating the presence or absence of the signal of interest, respectively. The probabilities of detection \( P_{D,k} \) and false alarm \( P_{F,k} \) of the \( k \)th sensor are defined as

\[
P_{D,k} = \Pr(\mathbf{x}_k = \mathbf{u}_k|\mathcal{H}_1), \quad P_{F,k} = \Pr(\mathbf{x}_k = \mathbf{u}_k|\mathcal{H}_0).
\] (1)

The received signal \( \mathbf{y}(n) \in \mathbb{C}^{M \times 1} \) at the FC during the \( n \)th signaling instant can be expressed as

\[
\mathbf{y}(n) = \sqrt{p_c} \mathbf{G} \mathbf{x}(n) + \mathbf{w}(n),
\] (2)

where \( \mathbf{G} \in \mathbb{C}^{M \times K} \) represents the mmWave channel matrix between the FC and the \( K \) sensors, \( \mathbf{x}(n) = [x_1(n), x_2(n), \ldots, x_K(n)] \in \mathbb{C}^{K \times 1} \) denotes the composite
transmitted signal vector comprising of symbols from all the $K$ sensors and $p_u$ is the average transmit power of each sensor. The vector $w(n) ∈ \mathbb{C}^{M \times 1}$ denotes the complex Gaussian noise at the $n$th signaling interval with distribution as $w(n) \sim \mathcal{CN}(0, \sigma_w^2 I_M)$. The channel vector $g_k ∈ \mathbb{C}^{M \times 1}$ between the $k$th sensor and the FC is represented by $g_k = \sqrt{\beta_k} h_k$, where $h_k$ and $\sqrt{\beta_k}$ denote the small-scale fading vector and large-scale fading coefficient between the $k$th sensor and the FC, respectively. The large-scale fading coefficient $\sqrt{\beta_k}$ accounts for the pathloss and log-normal shadowing effects, which is assumed to be constant over multiple coherence intervals and independent across $m$, $1 ≤ m ≤ M$. Employing the extended Saleh-Valenzuela (SV) model for mmWave channel modeling [8], the small-scale fading vector $h_k$ can be characterized as

$$ h_k = \frac{1}{\sqrt{M L_k}} \sum_{l=1}^{L_k} \alpha_k^l a_r(\theta_k^l), \quad (3) $$

where $\alpha_k^l \sim \mathcal{CN}(0, 1)$ and $\theta_k^l \in [0, 2\pi]$ represent the complex gain and angle of arrival of the $l$th path and the $k$th sensor, respectively. The parameter $L_k$ denotes the number of propagation paths observed by the $k$th sensor and it follows the discrete uniform distribution, i.e., $L_k \sim \mathcal{D}(1, L_m)$ with $L_m$ as the maximum number of propagation paths. For a uniform linear array (ULA) configuration at the FC, the vector $a_r(\theta_k^l) \in \mathbb{C}^{M \times 1}$ that corresponds to the receive array response of the $l$th path and the FC can be expressed as

$$ a_r(\theta_k^l) = \frac{1}{\sqrt{M}} \begin{bmatrix} 1, e^{jv \sin(\theta_k^l)} \cdots, e^{jv(M-1) \sin(\theta_k^l)} \end{bmatrix}^T, \quad (4) $$

where $v = \frac{2\pi d}{\lambda}$, $d$ is the spacing between the antenna elements and $\lambda$ is the carrier wavelength. Therefore, the channel matrix $G$ can be modeled as

$$ G = HD^{1/2}, \quad (5) $$

where $H \in \mathbb{C}^{M \times K}$ is the small-scale fading matrix obtained using (3) and the diagonal matrix $D$ is the large-scale fading matrix with $\beta_k$, $1 ≤ k ≤ K$, along its principal diagonal. Utilizing (2), the received signal $\tilde{Y} \in \mathbb{C}^{M \times N}$ at the FC corresponding to the $N$ composite transmitted vectors $x(n)$, can be expressed as

$$ \tilde{Y} = \sqrt{p_u} G X + W, \quad (6) $$

where $X = [x(1), \ldots, x(N)] \in \mathbb{C}^{K \times N}$ denotes the transmitted signal matrix and $W = [w(1), \ldots, w(N)] \in \mathbb{C}^{M \times N}$ is the noise matrix with its elements as i.i.d. random variables, i.e., $w_i,j \sim \mathcal{CN}(0, \sigma_w^2)$. The hybrid combining based fusion rule for the perfect CSI scenario is described next.

III. FUSION RULE AND HYBRID COMBINER

This section presents the fusion rule for the perfect CSI scenario at the FC. Based on the Neyman-Pearson (NP) criterion, the log likelihood ratio (LLR) test for the mmWave massive MIMO WSN system model in (6) can be formulated as

$$ T(Y) = \ln \left[ \frac{p(Y|H_1)}{p(Y|H_0)} \right] \overset{H_1}{\gtrless} \gamma, \quad (7) $$

where $\gamma$ is the detection threshold and $p(Y|H_1)$, $p(Y|H_0)$ represent the PDFs of $Y$ under the hypotheses $H_1$ and $H_0$, respectively. The LLR test obtained after substituting the relevant PDFs in (7), can be expressed as

$$ T(Y) = \sum_{n=1}^{N} \ln \left[ \frac{\sum_{l=1}^{L_k} \exp \left( -\frac{\| y(n) - \sqrt{\beta_k} G x(n) \|_2^2 }{\sigma_w^2} \right) \Pr(x(n)|H_1) }{\sum_{l=1}^{L_k} \exp \left( -\frac{\| y(n) - \sqrt{\beta_k} G x(n) \|_2^2 }{\sigma_w^2} \right) \Pr(x(n)|H_0) } \right]. \quad (8) $$

However, the above test is numerically unstable and computationally complex because of the summation over $2^K$ exponential terms [5]. For a practically amenable implementation, a two step architecture is proposed to simplify the LLR test $T(Y)$. In the first step, the received signal at the FC is processed by a hybrid combiner to recover the soft decisions of the individual sensors. The hybrid combiner comprises of an analog combiner $F_{RF} ∈ \mathbb{C}^{M \times K}$ and a digital combiner $F_{BB} ∈ \mathbb{C}^{K \times K}$. The analog combiner $F_{RF}$ is obtained by concatenating the receive array response vectors of all the sensors corresponding to their maximum path gains and is given as

$$ F_{RF} = [a_r(\theta_1^k), \ldots, a_r(\theta_K^k)], \quad (8) $$

where $l_k$ denotes the path having the maximum path gain $\alpha_k^l$ and $\theta_1^k, \ldots, \theta_K^k$, $1 ≤ k ≤ K$, represents the corresponding angle of arrival of the $k$th sensor. The matrix $F_{BB}$ is obtained by utilizing the equivalent baseband channel matrix and is represented by $F_{BB} = H_{FB}^T G$. In the second step, the processed sensor decisions are combined to obtain a final decision. After hybrid combining, the system model in (6) can be equivalently expressed as

$$ Z = F_{BB}^T F_{RF} Y = \sqrt{p_u} F_{BB}^T F_{RF} G X + F_{BB}^T F_{RF} W, \quad (9) $$

where $Z = [z(1), \ldots, z(N)] \in \mathbb{C}^{K \times N}$ represents the output matrix obtained after hybrid combining. From the asymptotic orthogonality property of mmWave massive MIMO channels [9], it follows that

$$ a_r^H(\theta_s^k) a_r(\theta_u^v) = \begin{cases} 1, & k = s \text{ and } u = v, \\ 0, & k \neq s \text{ or } u \neq v \end{cases}, \quad (10) $$

when $M$ grows large and $L_k \ll M$, $\forall k$. Using the results described in (10), the hybrid combiner output vector $z_k ∈ \mathbb{C}^{N \times 1}$ of the $k$th sensor, corresponding to the transmitted vector $x_k = [x_k(1), \ldots, x_k(N)]^T \in \mathbb{C}^{N \times 1}$, can be equivalently expressed as

$$ z_k = \sqrt{p_u} M \beta_k |\alpha_k^l|^2 x_k + \tilde{w}_k, \quad (11) $$

where $\tilde{w}_k = \frac{M \beta_k |\alpha_k^l|^2}{L_k} x_k^H \var{\tilde{w}_k}$ is the equivalent noise vector with distribution as $\tilde{w}_k \sim \mathcal{CN}(0, C_{\tilde{W}_k})$ and the covariance matrix $C_{\tilde{W}_k} \in \mathbb{C}^{N \times N}$ is defined as

$$ C_{\tilde{W}_k} = M \sigma_w^2 d_k I_N, \quad (12) $$

where $d_k = \frac{\lambda}{4\sqrt{\beta_k}} \var{\alpha_k^l}$. The output vector $z_k$ follows the complex Normal distribution, i.e., $z_k \sim \mathcal{CN}(\sqrt{p_u} M \beta_k x_k, C_k)$ and the covariance matrix $C_k$ in $\mathbb{C}^{N \times N}$ is defined as

$$ C_k = \frac{p_u M \beta_k^2}{L_k} x_k^H \var{\tilde{W}_k} + C_{\tilde{W}_k}. \quad (13) $$

Therefore, the LLR based test statistic $T(Z)$ for distributed
The above test can be simplified to the expression in (13). After substituting the relevant quantities, i.e., local sensor performance metrics from (1) and the conditional PDFs of $z_k$ for $x_k \in \{u_k, -u_k\}$, which are given as, $\phi(z_k|x_k=u_k) \sim CN(\sqrt{P_u}M_dA_k, C_k)$ and $\phi(z_k|x_k=-u_k) \sim CN(-\sqrt{P_u}M_dA_k, C_k)$, respectively, with $C_k = P_u M_d^2 \var{\|\alpha_k^l\|^2} + C_{\hat{\omega}_k} = M \hat{C}_k$, the test statistic in (13) can be simplified as

$$
T(Z) = \sum_{k=1}^{K} \left[ P_{D,k} + (1 - P_{D,k}) \exp\left(\frac{-4 \left( P_{D,k} - P_{F,k} \right)}{\sigma^2_k} \right) \phi(z_k^H \hat{C}_k^{-1} u_k) \right]^{H_k} \gamma',
$$

where the symbol $\phi(\cdot)$ represents the real part. For low SNR scenarios, the above test after employing the approximations $e^{-t} \approx (1 - t)$ and $\ln(1 + t) \approx t$, for sufficiently small values of $t$, reduces to

$$
T(Z) = \sum_{k=1}^{K} a_k d_k \phi\left( z_k^H \hat{C}_k^{-1} u_k \right)^{H_k} \gamma',
$$

where the constant $a_k$ is defined as $a_k = (P_{D,k} - P_{F,k})$ for the $k$th sensor. The low SNR approximation based test statistic is suitable for practical scenarios because WSNs are generally resource constrained especially in terms of the transmit power. For identical local sensor performance metrics, i.e., $P_{D,k} = P_{D}$ and $P_{F,k} = P_{F}$, $\forall k$, the test statistic in (14) reduces to $T(Z) = \sum_{k=1}^{K} d_k \phi(z_k^H \hat{C}_k^{-1} u_k)$. The analytical performance of the fusion rule in (14) is described below.

**Theorem 1.** The probabilities of detection ($P_D$) and false alarm ($P_{FA}$) of the test statistic in (14), for distributed detection in the mmWave massive MIMO WSN are given as

$$
P_D = Q\left(\frac{\gamma' - \mu_{T|H_1}}{\sigma_{T|H_0}}\right),
$$

$$
P_{FA} = Q\left(\frac{\gamma' - \mu_{T|H_0}}{\sigma_{T|H_0}}\right),
$$

where $\mu_{T|H_0}$, $\mu_{T|H_1}$, $\sigma_{T|H_0}^2$ and $\sigma_{T|H_1}^2$ denote the mean and variance of the null and alternative hypotheses, respectively and are given as

$$
\mu_{T|H_0} = \sum_{k=1}^{K} \sqrt{P_u} M_d a_k \|u_k\|^2_{\hat{C}_k^{-1}},
$$

$$
\mu_{T|H_1} = \sum_{k=1}^{K} \sqrt{P_u} M_d b_k \|u_k\|^2_{\hat{C}_k^{-1}},
$$

$$
\sigma_{T|H_0}^2 = \sum_{k=1}^{K} M_d^2 a_k^2 \left( M_p a_k + \frac{\sigma_w^2}{2} d_k (u_k^H \hat{C}_k^{-2} u_k) \right),
$$

$$
\sigma_{T|H_1}^2 = \sum_{k=1}^{K} M_d^2 b_k^2 \left( M_p a_k + \frac{\sigma_w^2}{2} d_k (u_k^H \hat{C}_k^{-2} u_k) \right),
$$

with $b_k = (2 P_{D,k} - 1)$, $c_k = (2 P_{F,k} - 1)$, $\xi_k = \frac{\beta_k^2 \var\{\|\alpha_k^l\|^4\} - d_k^2 \var\{u_k^H \hat{C}_k^{-1} u_k\}^2}{d_k^2 \var\{\|\alpha_k^l\|^4\} - d_k^2 \var\{u_k^H \hat{C}_k^{-1} u_k\}^2}$, and $\zeta_k = \frac{\beta_k^2 \var\{\|\alpha_k^l\|^4\} - d_k^2 \var\{u_k^H \hat{C}_k^{-1} u_k\}^2}{d_k^2 \var\{\|\alpha_k^l\|^4\} - d_k^2 \var\{u_k^H \hat{C}_k^{-1} u_k\}^2}$.

**Proof.** See Appendix A.

IV. SIGNALING MATRICES

This section develops the optimization framework to obtain the transmit signal matrix $X = [x_1, x_2, \ldots, x_K]^T \in \mathbb{C}^{K \times N}$, to further enhance the performance of the proposed detector for a mmWave massive MIMO WSN. The equivalent vector $x \in \mathbb{C}^{KN \times 1}$, obtained by stacking the transmit vectors $x_1, x_2, \ldots, x_K$, be defined as $x = \text{vec}(X^T) = [x_1^T, x_2^T, \ldots, x_K^T]^T$ where $x_k \in \{u_k, -u_k\}$, $\forall k$. The transmit signal matrix, which maximizes the detection performance, can be obtained by maximizing the deflection coefficient $d^2(u)$ for $u = \text{vec}(U^T)$ [10], defined as

$$
d^2(u) = \frac{(\mu_{T|H_1} - \mu_{T|H_0})^2}{\sigma_{T|H_0}^2}.
$$

Substituting the expressions for $\mu_{T|H_0}$, $\mu_{T|H_1}$, $\sigma_{T|H_0}^2$ from Theorem 1 in (21), the deflection coefficient $d^2(u)$ can be derived as

$$
d^2(u) = \frac{\left( \sum_{k=1}^{K} \sqrt{P_u} M_d a_k (b_k - c_k) \|u_k\|^2_{\hat{C}_k^{-1}} \right)^2}{\sum_{k=1}^{K} M_d^2 a_k \left( M_p a_k + \frac{\sigma_w^2}{2} d_k (u_k^H \hat{C}_k^{-2} u_k) \right)} \approx \frac{(u^H \Gamma_N u)^2}{(u^H \Psi_N u)^2 + u^H \Theta_N u},
$$

where $\Gamma_N \in \mathbb{C}^{KN \times KN}$, $\Psi_N \in \mathbb{C}^{KN \times KN}$ and $\Theta_N \in \mathbb{C}^{KN \times KN}$ represent the block diagonal matrices such that their principal diagonal matrices are defined as $[\Gamma_N]_{k,k} = [\Psi_N]_{k,k} = [\Theta_N]_{k,k} = \hat{\Sigma}_k \hat{C}_k^{-1}$, respectively. The matrices $\Gamma \in \mathbb{C}^{K \times K}$, $\Psi \in \mathbb{C}^{K \times K}$ and $\Theta \in \mathbb{C}^{K \times K}$ are diagonal matrices and their principal diagonal elements are defined as

$$
[\Gamma]_{k,k} = \sqrt{P_u} M_d a_k (b_k - c_k), [\Psi]_{k,k} = \frac{\sigma_w^2}{2} M_d^2 a_k^2,
$$

$$
[\Theta]_{k,k} = \sqrt{P_u} M_d a_k \sqrt{\frac{\beta_k^2 \var\{\|\alpha_k^l\|^4\} - d_k^2 \var\{u_k^H \hat{C}_k^{-1} u_k\}^2}{\beta_k^2 \var\{\|\alpha_k^l\|^4\} - d_k^2 \var\{u_k^H \hat{C}_k^{-1} u_k\}^2}}.
$$

The direct maximization of the deflection coefficient in (22) is difficult as the expression in (22) is non-convex. For a tractable solution, the optimization objective can be modified as

$$
\max_{u} \frac{u^H (\Gamma_N u) u}{u^H \Xi u} = \max_{u} \frac{u^H \Xi u}{u^H \Omega u},
$$

where $\Xi = \Gamma_N u^H \Gamma_N$, $\Omega = \Psi_N u^H \Psi_N + \Theta_N$. The objective function in (24) can be further simplified, similar to the two-way partitioning problem, [11] as

$$
\max_{u} \frac{u^H \Xi u}{u^H \Omega^{1/2} \Omega^{1/2} u} = \max_{s} \frac{s^H \Xi s}{s^H s},
$$

$$
\max_{s} \frac{s^H \Xi s}{s^H \Xi s} = \frac{s^H \Xi s}{s^H \Xi s},
$$

$$
\begin{align*}
\text{max} & \quad \frac{u^H \Xi u}{u^H \Omega^{1/2} \Omega^{1/2} u} = \frac{s^H \Xi s}{s^H s}, \\
& \quad \frac{s^H \Xi s}{s^H s}.
\end{align*}
$$
Maximum eigenvalue of the matrix $\nu$ is the solution of the optimization problem below given as (26) and is given as $\max_{s(i)} \frac{s(i)H Q^{i-1} s(i)}{s(i)H s(i)}$, where $Q^{i-1} = (\Omega^{i-1})^{-1/2} \Xi^{(i-1)} (\Omega^{i-1})^{-1/2}$ and $s^{(i)} = (\Omega^{i-1})^{1/2} u^{(i)}$. The matrices $\Xi^{(i-1)}, \Omega^{i-1}$ are obtained by substituting $u^{(i-1)}$ in lieu of $u$ in (24).

The solution $u^{(i)}$ is obtained [6] by solving the optimization problem in (26) and is given as $u^{(i)} = \kappa (\Omega^{i-1})^{-1/2} \nu^{(i-1)}$, where $\nu^{(i-1)}$ denotes the eigenvector corresponding to the maximum eigenvalue of the matrix $Q^{i-1}$ and $\kappa$ is the total power of $u^{(i)}$.

V. SIMULATION RESULTS

This section demonstrates the detection performance of the proposed detector in (14) for the mmWave massive MIMO WSN and its comparison with other detectors, namely, the Max-Log and the LLR, with the help of simulation results. A total of $K = 12$ single-antenna sensors are assumed to be randomly placed in an annular region around the FC with minimum and maximum distances as $r_c = 1$ m and $r = 100$ m, respectively. The local probabilities of detection ($P_{D,k}$) and false alarm ($P_{F,k}$) are assumed to be uniformly distributed in the intervals [0.95,0.40] and [0.01,0.12], respectively [6]. The large-scale fading coefficients are defined as $\beta_k = \nu_k(r_k/r_c)\delta$ [12], where $r_k$ is the distance of the $k$th sensor from the FC, $\nu_k$ is a log-normal random variable, i.e., $10 \log_{10} \nu_k \sim N(\mu, \sigma^2)$ and $\delta$ denotes the path-loss exponent. The parameters are chosen as $\mu = 4$ dB, $\sigma = 2$ dB, $\delta = 2$, carrier frequency $f_c = 28$ GHz, inter-antenna spacing $d$ at the FC $= \frac{\lambda}{2}$, maximum number of propagation paths $L_m = 10$, noise variance $\sigma_w^2 = 1$, SNR $p_u = -18$ dB and number of antennas at the FC $M = 250$.

Fig. 1a plots the probability of detection ($P_D$) versus probability of false alarm ($P_F$) for varying $L = \{2, 4\}$. It is evident
from the figure that the analytical results obtained in Theorem 1 are in close agreement with the simulated plots, validating our derived results. Fig. 1b illustrates the effect of varying the signaling intervals of the decision vector \( L = \{1, 3\} \) and the number of antennas \( M = \{100, 200\} \) at the FC. It can be observed that the detection performance improves as the number of signaling intervals and antennas increases, thus confirming the advantage of using massive MIMO technology. Fig. 1c shows the comparison of the receiver operating characteristic (ROC) of the proposed scheme with the detectors, namely, the LLR and the Max-Log. It can be inferred from the figure that the proposed detector has similar performance as that of the Max-Log detector and the LLR test of \( Z \), for the low SNR regime. Finally, Fig. 2 explores the aspect of signaling matrix optimization to further improve the detection performance. An improved performance is observed by utilizing the deflection-coefficient maximization based signaling matrix, obtained in Section IV, for \( L = 2 \).

VI. CONCLUSION

This paper investigated the hybrid combining based detection rule for distributed detection in a mmWave massive MIMO WSN. The analysis incorporates the probability of error of the local sensor decisions. Further, the closed-form expressions of probabilities of detection \( P_D \) and false alarm \( P_{FA} \) are determined to characterize the system performance. Simulation results are demonstrated to compare the performance of the proposed detector with the LLR and Max-Log detectors. A deflection coefficient maximization based optimization framework is also developed to obtain a signaling matrix, which can enhance the detection performance. Simulation results demonstrated the improved performance of the proposed schemes in comparison to the existing ones.

APPENDIX A

PROOF OF THEOREM 1

The mean corresponding to the hypothesis \( \mathcal{H}_1 \) for the detection rule in (14) is given as \( \mu_{T|\mathcal{H}_1} = \sum_{k=1}^{K} \mu_k \), where \( \mu_1 \) can be determined as

\[
\mu_1 = a_k d_k \Re \left\{ \mathbb{E} \left\{ z_k^H C_k^{-1} u_k | \mathcal{H}_1 \right\} \right\} = a_k d_k \Re \left\{ \sqrt{\frac{n_u}{L_k}} \mathbb{E} \left\{ |\alpha_k^i|^2 \right\} \mathbb{E} \left\{ x_k^H | \mathcal{H}_1 \right\} C_k^{-1} u_k \right\}
\]

which reduces to the expression in (18). On similar lines, the mean for hypothesis \( \mathcal{H}_0 \) in (17) can be derived. The variance of the test statistic \( T(Z) \) corresponding to hypothesis \( \mathcal{H}_1 \), can be expressed as

\[
\sigma^2_{T|\mathcal{H}_1} = \mathbb{E} \{ T^2(Z) | \mathcal{H}_1 \} - \left( \mathbb{E} \{ T(Z) | \mathcal{H}_1 \} \right)^2,
\]

The first quantity in (28), i.e.,

\[
\epsilon = \mathbb{E} \{ T^2(Z) | \mathcal{H}_1 \} = \mathbb{E} \left\{ \sum_{k=1}^{K} a_k d_k \Re \left\{ \sqrt{\frac{n_u}{L_k}} |\alpha_k^i|^2 x_k^H + w_k^H \right\} C_k^{-1} u_k \right\}^2 | \mathcal{H}_1 \}
\]

which further reduces to

\[
\epsilon = \sum_{k=1}^{K} \sum_{k=1}^{K} p_u M^2 a_k a_j d_k d_j b_k b_j | u_k \|^2 c^{-1}_{j-l} | u_j \|^2 c^{-1}_{j-l} + \sum_{k=1}^{K} p_u M^2 a_k^2 d_k^2 \mathbb{E} \{ |\alpha_k^i|^4 \} | u_k \|^2 c^{-1}_{j-l} + \sum_{k=1}^{K} \sum_{k=1}^{K} \frac{p_u M^2 a_k^2 d_k^2 | C_k^{-1} u_k |^2}{2}
\]

and the terms \( \mathbb{E} \{ |\alpha_k^i|^2 \} \) and \( \mathbb{E} \{ |\alpha_k^i|^4 \} \) are defined as

\[
\mathbb{E} \{ |\alpha_k^i|^2 \} = \int_0^{\infty} L_k (1-e^{-m}) L_k^{-1} e^{-m} dm = \sum_{t=1}^{L_k} \left( \frac{L_k}{t} \right) (-1)^{t-1} \]

\[
\mathbb{E} \{ |\alpha_k^i|^4 \} = \int_0^{\infty} m L_k (1-e^{-m}) L_k^{-1} e^{-m} dm = \sum_{t=1}^{L_k} \left( \frac{L_k}{t} \right) (-1)^{t-1}
\]

The variance \( \sigma^2_{T|\mathcal{H}_1} \) in (20) can be obtained, using the above expressions (18) and (28).
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