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ABSTRACT

Archetypal analysis deals with representing data points
using archetypes, which capture the boundary of the data.
Prototypal analysis deals with representing data points us-
ing prototypes, which capture the average behaviour of the
data. Utilising these two complementary representations,
we propose a simple, fixed-length representation for audio
signals. We employ a well-studied method for determining
archetypes, and utilise Gaussian mixture modelling to repre-
sent prototypes. Archetypes and prototypes are concatenated
and utilised within a dictionary learning framework. Time-
frequency representations of audio signals are projected on
these dictionaries, under simplex constraints, to obtain the
proposed archetypal prototypal embedding or APE. Experi-
mental results on the tasks of bioacoustic classification and
acoustic scene classification demonstrate the effectiveness of
the APE representation for audio classification.

Index Terms— Archetypal analysis, bioacoustic classifi-
cation, acoustic scene classification

1. INTRODUCTION

Archetypal analysis (AA) [1] provides an alternate view-
point to represent multivariate data using “pure types” or
archetypes. AA represents each point in a dataset as a convex
combination of archetypes. Archetypes themselves are con-
vex combinations of the points in the dataset. The constraints
employed during the construction of the archetypes make
them fall on the boundary (the convex hull) of the data points.
Moreover, the representation of an archetype in terms of data
points is also sparse. The previous two properties enable a
useful interpretation of archetypes: they are points around the
boundary of the data points, and are a combination of a few
data points. They also provide information about the geome-
try or overall structure of the dataset as well [2]. In addition,
archetypes are unique as there is no rotational ambiguity,
invariance to scaling and affine transformations [3]. AA has
found several applications in genetics and phytomedicine [4],
market research and marketing [5], computer vision [6] and a
few in audio analysis as well [7] [8] [9].
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Fig. 1. Schematic illustration showing the atoms learned us-
ing NMF, AA and prototypal analysis [7]

Under non-negative data conditions, AA can also be con-
sidered as a non-negative matrix factorization (NMF) method.
NMF has been widely used in audio analysis to obtain state-
of-the-art results for a multitude tasks, including noise-robust
automatic speech recognition [10], music transcription [11]
and speech separation [12]. The representation learned us-
ing NMF covers the simplicial cone and there is no simplex
constraint during the learning process [13]. This may result
in the representation learnt using NMF to reside outside the
given subspace [7]. Fig.1 schematically illustrates the atoms
learned using AA and NMF, given a data space.

As mentioned earlier, AA models the convex hull or the
boundary of the data. This can be related to extreme value
theory (EVT) [14] in statistics. EVT deals with the modelling
of extremal data points (the data points that are far away from
average points and having low frequency of occurrence). Ex-
treme data points play an important role in several applica-
tions such as structural engineering, finance, earth sciences,
traffic prediction, and geological engineering [14].

Knowing the extreme points can help data analysis in two
ways: (i) it can give structural behaviour of the data without
assuming any prior distribution of the data, (ii) it can pro-
vide information about rare events which are far apart from
the most commonly occurring events [14]. In many situa-
tions, rare events corresponding to the tail of the distribution
might provide important cues which can help in discriminat-
ing events of interest.

978-1-5386-5477-4/18/$31.00 c©2018 IEEE



However, considering only the extremal or structural be-
haviour can ignore the average behaviour of the data. In this
regard, many studies model the average or representative be-
haviour of the data points by using prototypes. The prototype
vectors can capture the central trends where most of the data
lies [15]. A commonly used prototype representation is by
using mean vectors. For example, for multimodal data, Gaus-
sian mixture models (GMM) can be used to interpret each
data point in terms of prototypes, the prototypes being the
mean vectors of each mixture component. Fig. 1 also illus-
trates the prototype of the data space.

In this paper, we propose to interpret data points by com-
bining extremal data vectors (archetypes) and average data
vectors (prototypes.) By utilising both these representations
within a dictionary learning framework, we are able to capture
both structural and average behaviour of data points. This
results in data representations which are better able to dis-
criminate individual acoustic events in two audio classifica-
tion tasks. The representation is termed archetypal-prototypal
embedding or APE. We demonstrate that the combination of
both structural behaviour and average behaviour for represen-
tation provides a significant improvement over either of them
alone.

The rest of this paper is organized as follows. In section
2, we briefly review archetypal analysis. Subsequently, the
proposed method is described in section 3. Performance eval-
uation and conclusions are included in sections 4 and 5 re-
spectively.

2. BACKGROUND

2.1. Archetypal analysis

Archetypal analysis (AA) [1], proposed by Cutler and Breiman,
is a simple and intuitive way to understand multivariate data.
AA represents every point in the data set as a convex combi-
nation of archetypes. The archetypes themselves are imposed
to be convex combinations of individual points in the data set.
Under non-negative data conditions, AA can be considered
as a form of NMF. AA approximates the data points by a
convex combination of a few archetypes and produces sparse
representations [9].

Given a set of n data points {xj} in d-dimensional space,
AA aims to find a subset of p archetypes {zk, 1 ≤ k ≤ p < n}.
The archetypes are defined in such a way that (a) {xj} can
be approximated as a convex combination of {zk} as given
in equation 1, (b) each archetype can also be represented as a
convex combination of data points as given in equation 2.

xj ≈
p∑
k=1

αkjzk s.t αkj ≥ 0,

p∑
k=1

αkj = 1 (1)

zk ≈
n∑
j=1

βkjxj s.t βkj ≥ 0 ,

n∑
j=1

βkj = 1 (2)

With the above definition of archetypes, a set of p
archetypes {zk} can be obtained which minimize the residual
sum of square RSS(p) as given in equation 3.

RSS(p) =

n∑
j=1

||xj −
p∑
k=1

αjkzk||2 (3)

The above equation can also be written as a matrix factor-
ization problem:

min
αj∈4p for 1≤j≤n
βk∈4n for 1≤k≤p

||X− ZA||2F (4)

4p :=

{
α ∈ IRp s.t α ≥ 0 and

p∑
k=1

α[k] = 1

}
(5)

4n :=

β ∈ IRn s.t β ≥ 0 and
n∑
j=1

β[j] = 1

 (6)

In the above, X ∈ IRd×n is data matrix , Z = XB
is the archetypal dictionary of p archetypes {zk}, B =
{βk;βk ∈4n}, A =

{
αj ;αj ∈4p

}
, and ||.||F denotes

the Frobenius norm. Equation 4 is a constrained non-linear
least square optimization problem with simplex constraints
and squared loss function.

One variant for the AA algorithm is proposed by [9], to
make archetypal analysis robust against outliers as follows:

min
αj∈4p for 1≤j≤n
βk∈4n for 1≤k≤p

n∑
j=1

h(||xj − Zαj ||2), (7)

Here, h is a Huber loss function, and is used as compared
to the squared loss function as mentioned in equation 4. As
given in equation 8, h : IR → IR, is defined for a scalar u
in IR and ε, a positive constant. The loss function penalizes
outliers which differs significantly from the rest of the data.

h(u) =

{
u2

2ε +
ε
2 , if |u| ≤ ε

|u|, otherwise
(8)

2.2. Prototypal analysis

Prototypal analysis aims to learn one or more representative
(or prototype) vectors from a set of data points. Various mea-
sures of central tendency including the mean, median or mode
could serve as prototypes. A simple interpretation of proto-
types for multimodal data can be made using Gaussian mix-
ture models. For acoustic data, the mean vectors of GMMs
can also be viewed as the centriods of various acoustic clus-
ters. By utilising the standard expectation-maximization al-
gorithm, the GMM components can be estimated, and the
component mean vectors serve as prototypes.
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Fig. 2. Schematic illustration of the training and testing mod-
ules of APE-based proposed framework for audio classifica-
tion. After learning c class-specific dictionaries, a global dic-
tionary D is obtained.

3. PROPOSED METHOD

In this section, we describe the steps involved in convert-
ing an audio recording into the archetypal-prototypal embed-
dings (APE) representation. The overall flow of the proposed
framework is shown in Fig. 2.

The time-frequency representations of an audio signal are
extracted ∈ IRd×Ni , where d corresponds to the number of
frequency bins and Ni is the number of time frames for the
ith audio signal. A class-specific data matrix X is constructed
by concatenating the time-frequency representations of class-
specific audio signals. Once the data matrix X ∈ IRd×n (n
is the total number of time frames of from all examples from
a given class) is formed, archetypal analysis and prototypal
analysis is performed on the data matrix to learn archetypes
and prototypes.

3.1. Training: Class-specific dictionary learning

A set of p archetypes are obtained by solving the non-convex
optimization problem mentioned in equation 7 with simplex
constraints using the robust archetypal analysis algorithm
proposed in [9]. This utilizes an active-set method to update
αj and βj . The algorithm gives A and B decomposition
matrices. The archetypes are computed using Z = XB.

To obtain the prototypes, GMM with m mixtures is
trained using the class-specific data matrix X. This gives
m class-specific representative prototype vectors. Once the
archetypes and prototypes are learned, a class-specific dic-
tionary Di = [z1, z2, ..., zp,p1, ....,pm] ∈ IRd×(p+m) is
obtained by concatenating the class-specific archetypes and
prototypes.

To visualize the archetypes and prototypes, principal com-
ponent analysis is performed on class-specific data matrices.
Fig. 3-5 shows the proposed dictionary atoms for three acous-
tic scene classes namely “tram”, “library” and “beach” re-
spectively [16].

3.2. Computing APE, feature representation and classifi-
cation

After learning the class-specific dictionary Di, a global dic-
tionary D = [D1,D2, ...,Di, ...,Dc] ∈ IRd×c(p+m) , where
c is the number of classes, is obtained. Given the learned dic-
tionary D and the frame-wise time-frequency representation
(xj ∈ IRd) of an audio signal, archetypal-prototypal embed-
dings γj ∈ IRc(p+m) are computed by solving the following
optimization problem under simplex constraints [9].

min

n∑
j=1

||xj −Dγj ||22 s.t ||γj ||1 = 1 ,γj ≥ 0 (9)

The APE representation ∈ IRc(p+m)) of the complete au-
dio signal is computed by averaging frame-wise APE repre-
sentations. Finally, the APE representation is used to train
and evaluate a classifier.

The 2-dimensional t-SNE plot for the three acoustic scene
classes shown earlier is given in Fig. 6. APE representations
of 2400 dimensions were reduced to 2 dimensions for visual-
ization.

4. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
APE based representations for two audio classification tasks.
The first task is the classification of bird species from their
calls, and the second is the classification of acoustic scenes.

4.1. Bird Species Classification

4.1.1. Dataset Used

Audio recordings containing vocalizations of 50 different bird
species are used for performance evaluation. These audio
recordings are obtained from the Great Himalayan national
park (GHNP), in north India, the UCLA Art & Science center
[17] and the Macaulay Library of Cornell University. All the
recordings available are 16-bit WAV files having a sampling
rate of 44.1 kHz, with the duration ranging from 18 seconds to
3 minutes. The information about these 50 species along with
the total number of recordings and vocalizations per species
is available at http://goo.gl/cAu4Q1.

4.1.2. Experimental setup

The compressed super-frame (CSF) representation, proposed
in [18], is used for parameterization of bird vocalizations.
These CSFs are obtained by concatenating the neighbouring
frames of spectrograms and compressing the resultant vector
using random projections. The spectrogram is obtained by
utilizing a frame size of 20 ms with a 50% overlap, and has



Fig. 3. Tram class: archetypes and
prototypes (different color indicates
different clusters)

Fig. 4. Library class: archetypes and
prototypes (different color indicates
different clusters)

Fig. 5. Beach class: archetypes and
prototypes (different color indicates
different clusters)

Fig. 6. t-SNE plot showing global representations for acoustic
scene classes (a) Beach (b) Library (c) Tram

257 frequency bins. The 5 neighbouring frames of spectro-
gram are concatenated to obtain a high dimensional represen-
tation. This representation is projected on a 500-dimensional
space to obtain CSFs, using a Gaussian random matrix.

A three fold cross validation is used for evaluation. For
each fold, 33% of the bird vocalizations (from each class)
are used for training while remaining are used for evaluation.
Out of these 33%, 75% of the vocalizations used for learning
the dictionary and the rest are used for obtaining the APE.
For each class, 64 archetypes and a 5-component GMM is
trained. This gives rise to a 69-atom class-specific dictionary.
A random forest classifier with 100 trees is utilized on APE
representations to obtain the final classification decisions.

The classification performance of APE based framework
is compared with various existing methods such as dynamic
kernel based support vector machine (SVM), deep neural net-
works (DNN) [19] and compressed convex spectral embed-
dings (CCSE) [18]. Dynamic kernels such as intermediate
matching kernel (IMK), probabilistic sequence kernel (PSK)
and GMM-UBM mean interval (GUMI) kernel are used. The
CCSE framework utilizes archetypal analysis alone to obtain
the dictionaries and can be seen as a subset of the proposed
APE framework. The parameters used in both the proposed
framework and the comparative methods are optimized em-
pirically to obtain the best classification performance.

4.1.3. Results and Discussion

Fig. 7 depicts the performance of APE based representations
and the comparative methods for the task of bird species clas-
sification. The analysis of this figure highlights that APE
based representations show comparable performance to the
existing bird species classification frameworks. As expected,
APE outperforms the GMM baseline and CCSE by 10.51%
and 1.58% respectively. This justifies the utilization of GMM
means and archetypes in the proposed framework for captur-
ing average and extremal behaviour simultaneously. Apart
from that, APE based representations show better classifi-
cation performance than dynamic kernels. However, DNN
shows an improvement of 1.36% over APE.

4.2. Acoustic Scene Classification

4.2.1. Dataset Used

The TUT acoustic scene classification DCASE 2016 develop-
ment dataset [16] consists of 15 acoustic scene classes. Each
audio recording is of 30 seconds length and is recorded at a
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Fig. 7. Comparison of classification performance of different
methods on 50 bird species

sampling rate of 44.1 kHz. The dataset consists of 1170 audio
samples.

4.2.2. Experimental setup

The time-frequency representations of acoustic scene signals
are computed using mel-frequency cepstral coefficients, delta
and acceleration coefficients as proposed in [16].

The performance of the proposed APE framework is
measured in terms of classification accuracy. A 4-fold
cross-validation is performed as per the DCASE’16 proto-
col. For each class, 128 archetypes and 32-component GMM
is learned. This gives rise to 160 class-specific dictionary
atoms. The obtained APE representations are used to train a
random forest classifier with 100 trees.

The proposed method is compared with the performances
of the GMM baseline proposed in [16], archetypal analysis
(AA), supervised NMF, convolution neural network (Con-
vNet) proposed in [20], NMF-DNN and TNMF-DNN as
proposed in [21]. The SNMF and ConvNet use log mel-
frequency representations whereas the NMF-DNN and the
TNMF-DNN use constant-Q transform (CQT) representa-
tions.

4.2.3. Results and Discussion

Fig. 8 depicts the performance of APE based representation
and the comparative methods for the task of acoustic scene
classification. As expected, it can be observed that APE based
proposed framework outperforms the GMM baseline and AA
by 10.34% and 3.45% respectively. This shows the utility of
the proposed framework to incorporate both average and ex-
tremal behaviour simultaneously. Apart from this, APE based
representations performs comparable as that of SNMF and
ConvNet even without incorporating class-specific informa-
tion while learning features. However, the NMF-DNN and
TNMF-DNN shows an improvement of around 8.6% over
APE. This is possibly due to the better time-frequency rep-
resentation afforded by CQT, rather than MFCC, which was
developed for human speech.
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Fig. 8. Comparison of classification performance of different
methods on DCASE’16 ASC development dataset

5. CONCLUSION

In this paper, we proposed the archetypal-prototypal em-
beddings within a dictionary learning framework for audio
classification. As shown in the experimental evaluations, the
proposed representations incorporate the structural and aver-
age behaviour of multivariate data effectively. The proposed
framework is simple and intuitive in terms of representation
and interpretability of the learnt dictionary atoms.

Future work will look at incorporating improved time-
frequency representations before learning the archetypes or
prototypes. The sensitivity of the method to various hyper
parameters also need to be evaluated.
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