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ABSTRACT
Multi-track recordings are sometimes created by simultaneously
capturing several sources with several microphones. This scenario
can result in the interference of undesired source(s) in the various
tracks. Interference reduction aims to recover the source(s) asso-
ciated with a particular track. In this paper, we present two neural
networks for interference reduction. The first network uses a con-
volutional autoencoder-based architecture and uses time-frequency
representation as input. The second network uses a truncated U-
net architecture and directly estimates the interference from the
time-domain multi-track representation. Our experiments indicate
the effectiveness of the proposed methods, with the truncated U-
net showing superior performance. Also, the audio outputs pro-
duced by the proposed methods have improved quality, resulting in
better music source separation performance. Code is available at
https://github.com/its-rajesh/IRMR/

Index Terms— interference reduction, music source separa-
tion, multi-track recordings

1. INTRODUCTION

The availability of multi-track music recordings is useful in a vari-
ety of music information retrieval tasks such as source separation,
genre classification, and instrument recognition, to name a few. But
creating multi-track recordings consisting of several sources (vo-
cals, instruments etc.) is time-consuming and expensive. Studios
can record each source in isolation, which can then be mixed later.
Alternatively, multi-track recordings can be made during live con-
certs. In this case, although the microphones corresponding to vari-
ous sources can be acoustically isolated to some extent, such record-
ings frequently suffer from interference from the various sources
in each track. This is also termed bleeding, leakage or cross-talk.
Such bleeding artefacts reduce the utility of each individual track.
For instance, building source separation models require the use of
individual, isolated sources in each track. Thus, multi-track record-
ings having bleeding artefacts cannot be used effectively in creating
source separation models. Hence, bleeding reduction, or interfer-
ence reduction, in multi-track recordings is a useful application.

The principles of generalised Wiener filtering in the time-
frequency domain underlie the majority of contemporary strategies
for interference reduction. In this paper we propose two neural
network alternatives for this task: (a) a convolutional autoencoder
(CAE) model that works in the time-frequency domain and (b) a
truncated U-net (t-UNet) that works in the time domain. The CAE
model learns to remove the interference under the assumption that
it is noise. The t-UNet assumes a source separation model and en-
ables the learning of nonlinear relationships between the various
time-aligned tracks at different levels of abstraction. The resulting

Figure 1: Illustration of interference effects in live recordings.

networks are significantly faster than generalised Wiener filtering
based methods.

2. RELATED WORK

Of late, most state-of-the-art music source separation systems [1,
2, 3] are deep neural network based. The interference reduction
problem can be thought of as a special case of the source separation
problem. Alternately it can also be thought of as a signal denoising
problem. Moreover, most works for interference reduction make
use of the assumption that the microphone(s) physically nearest to
a source maximally captures the source, and captures other sources
to a lesser extent.

The time-frequency domain techniques [4, 5, 6] have been the
main focus of interference reduction algorithms, which have pro-
duced good results. The state-of-the-art KAMIR (Kernel Addi-
tive Modeling for Interference Reduction) [7] estimates the clean
sources through generalized Wiener filtering by iteratively estimat-
ing the power spectral density and its corresponding strength by
non-negative matrix factorisation with the β divergence [8].

MIRA (Multi-track Interference Reduction Algorithm), an ad-
vancement of KAMIR, replaces the power spectral density with
the fractional power density inspired from [9]. Also, it simplifies
KAMIR by dropping the kernel filtering step and the frequency
dependence on strength of the sources. Both algorithms are time-
consuming and unsuitable for practical full-length recordings. Re-
cently, FastMIRA [10] was introduced to overcome the time com-
plexity issues in MIRA by using random projections, producing sat-
isfactory results comparable to the parent algorithm MIRA.

In earlier techniques, time-domain-based echo cancellation, IIR
filters [11], and adaptive filtering [12] were explored. [13] proposes
an algorithm that estimates the interference spectra through gradi-
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Figure 2: Convolutional autoencoder (CAE) for interference reduction.

ent descent by minimising the distance between the actual and es-
timated interference spectra, and then obtains the clean source by
performing spectral subtraction. The disadvantage of this method
is that it assumes that the sources present in the track are known
beforehand.

When compared to time-domain filtering in the aforementioned
methods, Wiener filtering-based time-frequency approaches pro-
duced good results. However, the sound quality, the blind source
separation (BSS) evaluation metrics like source to distortion ratio
(SDR), and the time complexity of these models are poor, making
them unsuitable for use in many real-world scenarios.

3. CONVOLUTIONAL AUTOENCODER MODEL

Convolutional autoencoders (CAEs) have been used for processing
audio inputs in both the time domain and the time-frequency do-
main. CAEs have been used to separate music of various genres
from speech in [14]. They have also been used for single [15] and
multichannel speech enhancement [16].

The proposed CAE model for interference reduction is depicted
in Figure 2. In this approach, we treat the interference in each track
as noise. If x(t) represents the signal in a particular track, then we
have

x(t) = s(t) + n(t), (1)

where s(t) represents the source(s) associated with the track, and
n(t) is the unwanted signals from all other sources. Let X(f, t) ∈
RF×T be the short-time magnitude spectrum of the input x(t). Us-
ing paired training data, the CAE learns the relationship between the
short-time magnitude spectra of x(t) and s(t). During evaluation,
given the input X(f, t) containing interference, the CAE estimates
the spectrum of s(t), denoted in the figure by Ŝ(f, t). To give tem-
poral context, the input is provided by stacking three frames of the
magnitude spectra, and is reshaped at the output.

3.1. Network architecture

The network consists of an encoder, decoder, and dense layers as
shown in Figure 2. The encoder contains two sets of 2D convolution
layers, each followed by batch normalisation layers. The convolu-
tion layer has 32 (2× 1) and 64 (2× 1) kernel filters. The encoder
outputs latent features of size (e1, e2). We flatten the feature and
pass it to a dense layer (100 neurons with RELU activation), then
another dense layer ( e1e2 neurons with RELU activation) and re-
shape it to pass as input to the decoder. The decoder has a symmet-

ric structure, the last layer of which outputs the estimated source
spectrum Ŝ(f, t). The output signal is reconstructed by taking the
inverse short-time Fourier transform, using the input phase.

4. INTERFERENCE LEARNING-BASED REDUCTION

Despite producing good results, the CAE model may have diffi-
culty generalizing to new types of sources. For instance, the CAE
for reducing interference in vocal track may not work effectively
for reducing interference in drum track. Thus, a separate CAE has
to be created for handling each track. Also, the CAE works on the
magnitude spectrogram, which discards phase information. Recent
source separation models, such as those proposed in [3, 17], reveal
that time-domain approaches outperform spectrogram-based tech-
niques. To better generalise the interference reduction for various
sources and to avoid artefacts due to short-term processing, we pro-
pose our second learning framework called t-UNet.

Consider the scenario where we have K microphones capturing
N sources, with K ≥ N , and the assumption that each source has at
least one dedicated microphone. The dedicated microphone(s) for a
source can be thought of as predominantly capturing the signal from
that source, and to a lesser extent, signals from the other sources.
Thus the signal received at the kth microphone can be represented
as

xk(t) = λk1s1(t) + λk2s2(t) + . . .+ λkNsN (t), (2)

where λkn represents the gain of the acoustic path from the nth
source to the kth mic, and sn(t) represents the nth true source.

In general, let X ∈ RK×L represent the time-aligned signal
received by K microphones corresponding to an audio signal of L
samples, and let S ∈ RN×L represent the true sources. Then the re-
lationship between X and S is captured by the RK×N interference
matrix Λ such that,

X = ΛS, (3)

where,

Λ =


λ11 λ12 . . . λ1N

λ21 λ22 . . . λ2N

...
...

λK1 λK2 . . . λKN


X =

[
x1(t) x2(t) . . . xK(t)

]T
S =

[
s1(t) s2(t) . . . sN (t)

]T
By making use of the observation that all the rows in X are in-

terrelated, in t-UNet, we learn the interference matrix Λ in the time
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Figure 3: t-UNet for interference reduction.

domain. By utilising relevant training data consisting of pairs of X
and the corresponding Λ (equation 3), the relationship between the
interfered signal and the individual sources is inferred by the net-
work. Once Λ is inferred, the interference reduction is achieved by
approximating the true sources S as

Ŝ = Λ†X, (4)

where † represents the pseudoinverse.

4.1. Network architecture

The network consists of an encoder and dense layers as shown in
Figure 3. The encoder has five levels of convolution layers with
size (1 × K) and max-pooling with kernel size (1 × 9). This en-
sures K-dimensional input throughout the network. The encoder
is adapted from Wave-U-Net [3] without concat connections. The
encoder encodes the relation between the sources and gives a mean-
ingful feature representation. Five fully connected layers of size
512, 128, 64, 32 and KN are used. The output of the last layer is
reshaped to give the interference matrix Λ.

5. EXPERIMENTAL EVALUATION

5.1. Datasets & Experiments

We mainly utilise the standard MUSDB dataset [18] to evaluate
both the proposed networks. MUSDB has four stems1, consisting
of vocals, bass, drums, and other. Since these stems have isolated
sources (with no interference), they are artificially mixed to simu-
late interference, giving X . Having access to the isolated sources
allows us to use BSS evaluation metrics to report the effectiveness
of various techniques. The performance is evaluated separately for
both high interference and low interference conditions. We also
evaluate the networks on more realistic recordings by introduc-
ing time delays and room responses to MUSDB dataset by utilis-
ing pyroomacoustics [19]. The resulting dataset is termed as
MUSDBR. The same train/test setup followed for both.

CAE training: For training the CAE, data was generated by
interfering a given stem with the other three stems, each reduced by
20 dB. The stems were chosen from the same track, and this was
repeated for all the tracks in the train subset of MUSDB, resulting
in interfered versions of each stem. Spectrograms were computed

1To have consistent terminology with the MUSDB dataset, we hence-
forth term each song as track, and sources in the song as stems.

with a window size of 93 msec, with a hop of 25% and a 2048
point FFT. A temporal context of three frames is used as shown in
Figure 2. The CAE was trained using pairs of clean and interfered
spectrograms, using mean-square error (MSE) loss function, Adam
optimizer with a learning rate of 0.001, and a batch size of 16. Sep-
arate CAEs are trained for vocals, bass, drums and other stems.

t-UNet training: For t-UNet, we generate Λ such that the diag-
onal is dominant and off diagonals are chosen uniformly randomly
in the range [0.01, 0.5]. This is because, for MUSDB we have num-
ber of sources is equal to the number of microphones (K = N ).
10-second segments of stems from the same track are interfered ac-
cording to the generated Λ. Audio segments having only zeros were
not included, resulting in 2450 10-second segments for each stem.
Mean square error loss function, Adam optimiser with a learning
rate of 0.01, batch size of 64 is used.

Evaluation data: 10-second segments of stems of the same
track from MUSDB test data are interfered with using a random
Λ. This is repeated so as to create evaluation data with high inter-
ference and with low interference. There are total 100 test tracks,
each track having two 10-seconds chunks with low and high inter-
ference. Similarly, MUSDBR is obtained by adding time delays and
room impulse responses to those MUSDB test data.

5.2. Results

MUSDB: We compare the performance of the proposed models
with the state-of-the-art KAMIR algorithm [7]. Additionally, the
reference SDR of the true source s(t) and the interfered input x(t)
is also estimated. These results are summarized in Figure 4. It is
apparent that any form of interference reduction improves the SDR.
All algorithms are more successful in removing low interference
than high interference. The CAE model performs at par or better
than the KAMIR algorithm, except for vocals under low interfer-
ence conditions. The t-UNet consistently performs better than both
KAMIR and CAE in all evaluation conditions. Moreover, both CAE
and t-UNet are much faster than the KAMIR and fastMIRA, which
are both iterative algorithms. It took on average 660.4s for KAMIR,
2.4s for CAE and 2.19s for t-UNet, for evaluating 100 test tracks,
each of 10 seconds, on a 12GB GPU under Keras environment.

An example of the spectrograms of the resulting vocal outputs
are shown in Figure 5. It can be seen that interference components
are present in KAMIR, but are completely removed by both CAE
and t-UNet. Figure 6 shows boxplots corresponding to the differ-
ence of Frobenius norms of the actual Λ and the Λ predicted by the
methods compared. It can be seen that the t-UNet model estimates
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Figure 4: MUSDB: SDR comparison of two settings, low interfer-
ence and high interference for different algorithms. (a) Reference
SDR, (b) KAMIR, (c) CAE, and (d) t-UNet.
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Figure 5: MUSDB: Spectrogram of a specific vocal example is
shown. From top left clockwise: vocal with interference from bass,
drums and others; KAMIR prediction; CAE prediction; and t-UNet
prediction.

the interference matrix with high accuracy.
MUSDBR: In terms of SDR, all models perform poorer on

MUSDBR data. The proposed t-UNet model handles mixtures with
room responses and time delays reasonably well. Models trained
with MUSDB were fine-tuned with MUSDBR and showed im-
proved performance. On the other hand, the proposed CAE model
and KAMIR does not perform as well as the t-UNet. Fig 7 gives the
average SDR across the four stems.

Figure 7: MUSDBR: SDR for different experiments for KAMIR,
CAE, and t-UNet represented in Red, Yellow, and Magenta respec-
tively. Suffix F represents models fine-tuned with MUSDBR.
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Figure 6: Difference of Frobenius norm of the true Λ with the pre-
dicted Λ̂.

ference reduction systems can be used as a pre-processing step be-
fore building music source separation (MSS) systems. Effective re-
moval of interfering sources creates tracks of higher quality, result-
ing in better MSS models. We evaluate the MSS performance of the
recently proposed Wave-U-Net [3] using interference reduction of
the two methods proposed in this paper. Evaluation is performed on
MUSDB, with MSS models trained separately on clean data, data
with interference, and data pre-processed with the proposed meth-
ods.

Table 1 summarizes the results. It can be seen that using train-
ing data having interference brings down the MSS performance.
Pre-processing with CAE or t-UNet before building MSS models
improves performance.

Clean Interference CAE Cleaned t-UNet cleaned
SDR 2.32 0.96 1.72 2.03

Table 1: Music source separation performance.

5.3. Discussion

The results presented in the previous section are on data on which
interference, time delays, and the room responses has been created
artificially. In real-world live recordings the interference could be
more complex. We also evaluate CAE and t-UNet on a few record-
ings from a live classical music concert corpus. Since these are live
recordings, the clean sources are not available, and hence BSS met-
rics like SDR cannot be estimated. Preliminary listening tests after
interference reduction seem to indicate that the interference is not
completely removed. Factors such as domain mismatch (trained on
MUSDB, evaluated on classical music), and the limitation of the
linear relationship in equation 3 are possible shortcomings.

6. CONCLUSION

In this paper, we examined two neural networks for reducing the
interference in multi-track audio recordings. The convolutional au-
toencoder working in the time-frequency domain, and the truncated
U-Net working in time domain showed promise as learned mod-
els for this task. Compared to the KAMIR algorithm, the pro-
posed models demonstrate better computational complexity and im-
proved source to distortion ratio, and can be used for effective pre-
processing in music source separation. Future work will address the
limitations of the proposed models including better generalization
to new recording conditions.
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