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Abstract— This work proposes implementation friendly algo-
rithm for multicoset sampling based wideband spectrum sensing
that alleviates computational space and enables parallel exe-
cution, incurring lower latency. Based on this proposed algo-
rithm, we provide a new hardware-efficient VLSI architecture of
wideband spectrum sensor (WSSR), which offers short sensing
time while sensing the wideband spectrum. Additionally, this
paper presents a comprehensive discussion of all the submod-
ule micro-architectures of the proposed WSSR. Subsequently,
extensive performance analyses performed in the AWGN channel
environment have demonstrated that our WSSR delivers ade-
quate detection probability of 0.9 at -5 dB of SNR. Furthermore,
the proposed WSSR design also uses a Zynq UltraScale+ FPGA
board with a 14.16µs sensing time and a 2.63 GHz maximum
sensing bandwidth. Comparison of our hardware implementation
results has shown that the proposed WSSR achieves 38.5% higher
sensing bandwidth and 90% shorter sensing time, in comparison
to the state-of-the-art work. Eventually, this paper concludes by
showing the ASIC synthesis and post-layout simulation results of
the proposed WSSR in 90 nm-CMOS technology, which senses
5.4× wider bandwidth than the state-of-the-art implementation.

Index Terms— Cognitive radio, wideband spectrum sensing,
very large scale integration (VLSI), application specific integrated
circuit (ASIC), digital VLSI architecture design, and field pro-
grammable gate array (FPGA).

I. INTRODUCTION

CONTEMPORARY research works on machine intel-
ligence possess substantial capability to revolutionize

the way electronics gadgets communicate with each other
by sensing their surrounding and performing the appropriate
tasks. Inline with this notion, Mitola and Maguire [1] coined
the idea of cognitive radio that inculcates intelligence in the
transceivers (or radios) to sense the spectrum band for its
availability and allows them to opportunistically communicate
via unused band (i.e. spectrum holes). It plays significant
role in the present-day wireless communication systems where
higher data-rate or bandwidth demand has surged due to the
proliferation of connected wireless gadgets, most notably the
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smart-phones which consume ≈2.5 quintillion bytes of data
per day [2]. For sustainable usage of spectrum band, which
is limitedly available in nature, cognitive radio technology
enables these gadgets to access the spectrum more efficiently
by using the spectrum holes for communication. Thus, cog-
nitive radio technology has showcased profound potential of
mitigating the prospective spectrum-scarcity problem. Two of
the major challenges in the deployment of this technology
are sensing the wide range of spectrum band (i.e. wideband)
and dynamically configuring communication parameters of the
radio for transmission as well as reception of information.
Our work deals with the former challenge, as the wideband
(>100 MHz) spectrum sensing is a desirable feature for
the deployment of cognitive radio technology in the current
wireless communication systems that permits simultaneous
sensing of multiple channels for better detection performance.
In addition, seamless handoff of cognitive radio among differ-
ent spectrum bands is an imperative factor for the real-world
deployment that alleviates the data interruption which occurs
when the licensed user of sensed spectrum band frequently
returns for accessing it. To circumvent this, wideband spectrum
sensing (i.e. carried out by dividing the wideband spectrum
into multiple subbands) enables to backup extra subbands,
apart from the one which is already in use. Thus, cognitive
radio can seamlessly handoff to one of such reserved subbands
when the currently used band needs to be released for the
licensed user, to avoid data interruptions.

Unlike the narrowband spectrum sensing [3], wideband
spectrum sensing (WSS) aims to determine extra spectral
possibilities across a wider frequency range and boost the
opportunistic aggregate throughput of cognitive radio network.
However, the traditional WSS technique based on standard
analog-to-digital converters (ADCs) incurs an unaffordable
high sampling rate as well as implementation complexity. The
WSS can be carried out by using two sampling methods:
Nyquist and sub-Nyquist sampling methods. Later one is also
referred as compressive sampling [4] that is acquiring massive
popularity in various research and industrial applications, as it
mitigates the drawback of high sampling rates or high imple-
mentation complexity of Nyquist sampling method. In sub-
Nyquist WSS, wideband signals are obtained at the sampling
rate lower than Nyquist rate. Such sub-Nyquist sampling can
be achieved by accounting for the sparse occupancy of radio
frequency spectrum that has inspired theoretical research on
WSS techniques for the past half decade [5], [6]. In this

1549-8328 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Indian Institute Of Technology (IIT) Mandi. Downloaded on December 27,2022 at 06:29:29 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-5039-6398
https://orcid.org/0000-0003-2224-0892
https://orcid.org/0000-0001-9313-5550


2 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS

context, research findings in the literature have pre-
sented various techniques like analog-to-information con-
version (AIC) [11], [12], modulated wideband conversion
(MWC) [11], [13], and multi-coset sampling [14], [15]. These
reported works are promising candidates for developing com-
mercial WSS systems, as they can achieve sub-Nyquist sam-
pling rate which permits the use of low power and slower
ADCs in their implementations. It has been reported that
design flaws or model incompatibilities may readily impair
the performance of the AIC-based model [12]. Furthermore,
Mishali and Eldar proposed the MWC-based model in [16]
which transformed AIC-based model to avoid the model
mismatches. Major difference between MWC and AIC based
models is that the former has more than one sampling channel
with a low pass filter, replacing the accumulator in each
channel. Unlike, the multi-coset sampling is another way to
perform sub-Nyquist sampling with more than two channels.
It is analogous to picking some samples from a uniform
grid, by using the sampling rate (say fs ) which is higher
than the Nyquist rate. Such uniform grid is segregated into
blocks of L samples that are adjacent to each other. In every
block, p samples are retained (where p < L) and rest
are skipped. Hence, multi-coset sampling is carried out by
using p sampling channels with a sampling rate of fs/L and
different time offsets for each sampling channel. Therefore,
this technique of multi-coset sampling is better than AIC and
MWC based techniques, as the sampling rate in each channel
of multi-coset sampling is L× slower than the Nyquist rate.

However, the reported works on multi-coset sampling based
WSS for cognitive radio networks are limited in literature.
Note that the multi-coset sampling can be performed in
both frequency and time domains. In frequency domain,
the sparse fast Fourier transform (sFFT) algorithm has been
used to improve both accuracy and execution time of the
spectrum sensor [17], [18]. These improvements allow the
sFFT algorithms to estimate the Fourier coefficients in shorter
time than the standard FFT algorithms for frequency sparse
signals. In the reported works from [19], [20], sub-Nyquist
rates have been achieved, however, the system is not robust
due to its higher noise sensitivity. Later, Agarwal et al. [21]
achieved better noise robustness by using random sampling
that approached the Nyquist sampling rates, requiring a com-
plex analog frontend module. Besides, a significant number of
cooperative spectrum sensing (CSS) algorithms are reported
in the literature [7], [8], [9], [10]. These algorithms provide
extremely reliable detection-performance at the cost of higher
computational complexity. Thus, random sampling techniques
that approach the Nyquist sampling rates are used to con-
ceive cooperative spectrum sensor (CSR) hardware designs
which are suitable for the implementation of cooperative
topology-based cognitive radio networks in real-world scenar-
ios. However, these designs require more energy and large
space. In recent literature, several CSR implementations have
been reported [32], [33], [34] for eigenvalue-based CSS algo-
rithms. They deliver excellent detection performance under
the presumption that noise and signal intensity are distributed
equally among secondary users in the CSS network. Further,
reported work from [22] addressed all the aforementioned

concerns and designed the spectrum sensor for cooperative
WSS [23]. In comparison to [22], the state-of-the-art imple-
mentation from [24] improved the sensing time and achieved
higher throughput. However, to the best of authors’ knowledge,
hardware implementation of time domain based multi-coset
sampling for WSS has not been reported till date in the
literature. In order to enhance the reliability of WSS, our
work realizes the multi-coset sampling based WSS (in time
domain) using the blind eigenvalue-based detection (EVD).
Hence, it does not require the knowledge of signal as well as
noise power and hence it is highly immune to noise, delivering
reliable detection performance. Unlike in time domain, the
hardware implementation of blind EVD in frequency domain
is extremely complex. Therefore, this work attempts to report
algorithmic and architectural contributions for the time domain
based multi-coset sampling WSS. The highlights of our con-
tributions are as follows.

• Hardware-friendly VLSI algorithm for the multi-coset
sampling based wideband spectrum sensing has been pro-
posed in this paper. It has been fundamentally formulated
by optimizing the interpolation and the model selection
processes.

• Corresponding to the proposed wideband spectrum sens-
ing algorithm (WSSA), this paper presents a new VLSI
architecture of WSSR that delivers short sensing time
(low latency) and high sensing bandwidth.

• Performance analysis of our WSSA and hardware imple-
mentation of WSSR in FPGA as well as ASIC platforms
are reported in this work. Eventually, the implementation
results of proposed WSSR are compared with the relevant
works from the literature.

II. PRELIMINARIES AND PROPOSED VLSI ALGORITHM

1) Preliminaries: A system level overview for digitally
sensing the spectrum holes in wideband spectrum is shown in
Fig. 1. It primarily comprises of WSSR, multicoset sampler
(MCS), low noise amplifier (LNA), band pass filter (BPF), and
antenna. They are the key modules of cognitive-radio receiver
used by the secondary uaser for stand-alone WSS. At first,
antenna transforms the captured electromagnetic waves into
a high-frequency analog signal xR(t) which is fed to analog
BPF that filters the signals from sensed spectrum of bandwidth
Bmax . Such filtered signals are further amplified by LNA to
generate x(t) signal, as shown in Fig. 1. Here, x(t) represents
wideband sparse signal that is bandlimited to [0, Bmax ]. For
WSS [14], received analog signal x(t) is segregated into L
subband/narrowband channels in which each of them has a
bandwidth of B and hence the maximum scanned bandwidth
is Bmax = L × B , as shown in Fig. 1. Furthermore, if X ( f )
denotes the Fourier transform of x(t) then X ( f )∈B(F) such
that B(F) is the set of finite-energy continuous complex-
value signals which is bandlimited to F ⊂ [0, Bmax] where

F =
N⋃

i=1

[
f l
i , f u

i

]
. Here, N denotes the number of active

subband channels, out of L subband channels (i.e. N∈L),
those are being utilized by the primary users (PUs). Based on
the prior information of Bmax , B and L, the received wideband
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Fig. 1. Schematic illustration for system level overview of wideband spectrum
sensing.

signal x(t) is sampled using MCS that generates p digital
samples as

xi [m] = x [(n·L + ci )/Bmax] , m∈Z, (1)

∀ i = {1, 2, . . . p} where ci is a co-primes of p distinct
numbers from the set $ = {0, 1, . . . L − 1} [15]. Here, average
sampling rate of MCS is favg = α × Bmax such that α =
p/L is the sub-Nyquist factor. According to Landau’s lower
bound [25], α is lower limited to the maximum channel
occupancy, that is α≥Nmax/L where Nmax≥N is maximum
possible number of occupied/active channels. In order to
perform blind channel detection, the number of cosets p≥2N
must be set [16]. Following that, WSSR receives the parallel p
digital samples: x1[m], x2[m] · · · x p[m] where each sample is
a complex quantity that contains in-phase and quadrature com-
ponents. Eventually, these samples are processed by WSSR to
produce decision outputs PU0, PU1, PU2, · · · PUL−1, indi-
cating the presence or absence of PUs in the subband channels
of sensed spectrum band, as shown in Fig. 1.

2) Proposed VLSI Algorithm: We present the pro-
posed hardware-friendly WSSA in Algorithm 1 for the
micro-architecture design of the WSSR in Fig. 1. Here,
a complex correlation matrix R̂p×p of order p is generated
for a particular configuration of MCS outputs xi [m] ∀ i =
{1, 2 · · · p} which are the inputs to WSSR, as shown in Fig. 1.
To begin with, each xi [m] data sequence is up-sampled by a
factor of L, resulting in xui [n] = xi (n/L) if n = m × L,
else xui [n] = 0 ∀ m∈Z. Thereafter, it is convoluted for
the computation of xhi [n] = xui [n] ∗h [n] where h[n] is an
interpolation filter with the frequency response H ( f ) = 1 if
f ∈[0, B], otherwise H ( f ) = 0. Specifically for a particular
case, Fig. 2 (a) shows conventional solution for the convolution
problem between h[n] and xui [n]. It shows that the zero rows
are computed for L − 1 zeros, contained within the xi [m]
data sequence. Thus, such convolution requires very high
computational space. To circumvent this issue, a hardware-
efficient method is proposed in Algorithm 2. It proposes to
skip the zero-padding data during convolution such that xi [m]

Fig. 2. Schematic representations of (a) conventional and (b) proposed
methods of computing convolutions between two samples.

data samples are delivered one-by-one, as shown in Fig. 2 (b).
Subsequently, the proposed Algorithm 2 simultaneously com-
putes two vectors: vle f t and vright for each xi [m] data sample.
In vright vector, one xi [m] (i.e. m = 0) data sample is
multiplied with 0 to L − 1 coefficients of the h[n] filter. For
vle f t vector, the same data sample is multiplied with L+1 to
H coefficients of h[n] filter, as shown in Fig. 2 (b) for the
values of L = 3 and H = 6. This process is applied to the data
sequence of xi [m], as presented in lines 5−16 in Algorithm 2.
In order to arrange vright and vle f t vectors in right order,
zeros(1, L) vector has been appended at the beginning as well
as end of both these vectors and consecutively, they are added,
as illustrated in Fig. 2 (b). Eventually, a dl delay is applied
at the output of xh[n] samples to achieve correctly convoluted
xh[n] data set, as presented in lines 17−20 of Algorithm 2.
Thereafter, xhi [n] filtered data is lagged with a constant delay
of ci to generate the samples xci [n] = xhi [n − ci ], referring
line 11 in Algorithm 1. Consequently, frequency domain of
the received signal xci [n] is represented in the matrix form
as y( f ) = A·X ( f ) + n( f ) ∀ f ∈[0, B] where A p×L is a
modulation matrix with (i, j)th element given by [16]

A(i, j ) = B × exp

(
j2πci( j − 1)

L

)
(2)

and n( f ) is frequency-domain representation of the Gaussian
complex noise with N (0, σ 2 I ) distribution.

Thereafter, the R̂p×p = 1

M

M∑
n=1

xci [n]·x∗ci
[n] matrix is

decomposed into eigenvalues � = {
λ1, λ2 . . . λp

}
and cor-

responding eigenvectors W = {
wλ1, wλ2 . . . wλp

}
where M

denotes number of samples in each sequence. Thus, the
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Algorithm 1 Proposed Implementation-Friendly Multicoset-
Based WSSA
1: Input-1: xi [m] ∀ 0 ≤ i ≤ p, 	 p-number of multicoset data sequences

from (1).
2: Input-2: (a) Value of L subband channels, (b) pre-computed constant

ci values, (c) A∈Cp×L matrix, (d) coefficients hi ∀ 0≤i≤H = 2·L of
H th-ordered FIR filter (h[n]), and (6) ψ threshold value.

3: Output: PU detection values PUi ∀ i = {0, 1, 2 · · · L−1} for L different
subband channels.

4: Set k = 0.
5: Start Parallel Execution
6:

{
xh1

}
= HFCONV(x1[m], L , h[n], xh ) , 	 Calling proposed

hardware-friendly convolution function from Algorithm 2.
7:

{
xh2

}
= HFCONV(x2[m], L , h[n], xh ) ,

8: : :
9:

{
xh p

}
= HFCONV

(
xp [m], L , h[n], xh

)
.

10: End Parallel Execution
11: xci [n] = xhi [n−ci ].
12: Construct R̂p×p matrix.
13: Compute [W,�]= EVD(R̂p×p ). 	 Using Parallel Jacobi Method

from [27].
14: Compute �̂ = Sort (�).
15: Compute N̂ = HFMDL

(
�̂,M, N̂

)
.

16: Compute Ên=W (:, N̂ + 1 : p).
17: Repeat:

18: PMU (k) = 1


 ak ·Ên 
2
,

19: k = k + 1,
20: Until k = L − 1. Return PMU (k) ∀ k = {0, 1 · · · L − 1}.
21: Start Parallel Execution
22: PU0= DETECT(PU, PMU (0), ψ),
23: PU1= DETECT(PU, PMU (1), ψ),
24: : :
25: PUL−1= DETECT(PU, PMU (L − 1), ψ).
26: End Parallel Execution
27: function DETECT(PU , PMU ,ψ)
28: if PMU>ψ then
29: PU = 1; 	 PU Present.
30: else
31: PU = 0. 	 PU Absent.
32: End of DETECT function.

ordered eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λp are fed into
information-theoretic criteria like the minimum description
length (MDL) [26] for the process of model selection, as illus-
trated in lines 12−15 from Algorithm 1. As a result, the
number of active channels for 0≤r≤Nmax can be estimated
using the MDL criteria as

N̂ = arg min
r
−M(p − r) log

g(r)

a(r)
− 1

2
r(2 p − r) log M (3)

where g(r) =
p∏

i=r+1
λ

1/p−r
i and a(r) = 1

(p − r)

p∑
i=r+1

λi

are geometric and arithmetic means, respectively, of p − r
eigenvalues of R̂p×p matrix. From (7), it can be observed that
the MDL criteria is extremely complex and requires significant
amount of hardware resources for its implementation. To mit-
igate this issue, we propose to subject such MDL criteria to
logarithmic quotient, power, and product properties. Thus, the
proposed hardware-friendly MDL-criteria is given by

N̂ = arg min
r
−M [L�]+ M(p − r)

[
log10(S�)

]+ Cr (4)

where L� =
p∑

i=r+1
log10(�i ) and S� =

p∑
i=r+1

�i are the

cumulative sums of logarithmic eigenvalues and eigenvalues,
respectively. On the other side, Cr = 1

2 ·r ·(2·p−r)· log10(M)+
M·(p − r)· log10

(
1

p−r

)
is a constant value associated with

Algorithm 2 Hardware-Friendly Interpolation Algorithm for
Multicoset-Based WSSA
1: Function HFCONV (x, L , hi [n], xh )
2: Initialize: �x = x; , �h = hi [n];
3: �vle f t = 0E ; , �vright = 0E ; , �xh = 0E ; , �xci = 0E ; 	 Set the empty

vectors.
4: dl=(H+1)/2;
5: for i ← 0 to length(�x )− 1 do
6: for j ← 0 to L − 1 do
7: Start Parallel Execution
8: Right elements:
9: mright = �x(1, i) · �h(1, j + L),

10: vright =
[
vright mright

] ;
11: Left elements:
12: mle f t = �x(1, i) · �h(1, j),
13: vle f t =

[
vle f t mle f t

] ;
14: End Parallel Execution
15: end
16: end
17: vright ←−

[
zeros(1, L), vright

] ;
18: vle f t ←−

[
vle f t , zeros(1, L)

] ;
19: xh = vle f t + vright ;
20: xh ←− xh (dl + 1 : end − dl + 1);
21: End of HFCONV function.

a particular r value. Based on (4), a hardware efficient
algorithm has been presented in Algorithm 3. Here, both
L� and S� can be determined concurrently, as presented in
lines 8−14 of Algorithm 3. Following that, L� is multiplied
by −M and the logarithmic S� is multiplied by Br , then
both these products are added. Thereafter, a Cr constant is
added in line 15 of Algorithm 3. Finally, index N̂ of the
mdlr minimum absolute-value is determined for the next
operation. Subsequently, eigenvalues of noise are defined as
the

(
p − N̂

)
lowest eigenvalues after determining the number

of active channels (i.e. magnitude of N). Here, the noise
eigenvectors are associated with Ên as p·(p − N̂ )-ordered
matrix, referring line 16 in Algorithm 1. To reconstruct the
positions of active channels, a MUSIC-Like algorithm has
been utilized to compute

PMU (k) = 1


 ak ·Ên 
2
∀ 0≤k≤L − 1 (5)

where ||·|| represents the 2-norm, ak is a column of A matrix,
provided by ak =

[
e j2πkc1/L, e j2πkc2/L , . . . , e j2πkcp/L

]T
.

It generates respective L different values for all the L subband
channels i.e. PMU (k) ∀ k = {0, 2, · · · L − 1}. Eventually, all
these PMU (k) values are compared with the pre-computed
threshold ψ value. Hence, if PMU (k) is greater than ψ then
the output is logical high which specifically indicates that kth

subband channel is active and all other L − 1 channels are
vacant, as presented in lines 17−31 of Algorithm 1.

III. PROPOSED HARDWARE ARCHITECTURES

A. Overall WSSR Architecture

Referring Fig. 1, consider an analog signal x(t) (at the
output of LNA) with the bandwidth of [0, Bmax] that is
sampled by MCS for the fixed values of p = 8, L = 22, and
ci = {2, 3, 7, 10, 12, 14, 19, 21} which are co-prime numbers.
These data samples from x1[m] to x8[m] are fed as inputs to
the proposed WSSR architecture that is presented in Fig. 3.
Here, each xi [m] sample has been 32-bit quantized where
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Algorithm 3 Proposed MDL VLSI Algorithm for Multicoset-
Based WSSA
1: Function HFMDL

(
�,M, N̂

)
2: p = lenght (�);
3: Initialize: S� = 0E , L� = 0E , mdlr = 0E ; 	 Set empty vectors.
4: for r ← 1 to p do
5: Br = M · (p − r);
6: Cr = 1

2 r · (2p − r) · log10(M) + M(p − r) log10

(
1

p−r

)
;

7: for i ← r + 1 to p do
8: Start Parallel Execution
9: ˆL� = log10(ev(i)),

10: L� = L� + ˆL�;
11: S� = S� + ev(i);
12: End Parallel Execution
13: end
14: ˆmdlr = −M · L� + Br · log10(S�)+ Cr ;

15: mdlr ←−
[
mdlr + ˆmdlr

]
;

16: end
17: [value, N̂ ] = min{abs(mdlr )};
18: End of HFMDL function.

16 most-significant-bit (MSB) represent the real part of xi [m],
and remaining 16 least-significant-bit (LSB) quantifies its
imaginary part. Furthermore, the proposed WSSR-architecture
operates at two distinct clock frequencies of C L K 1 and
C L K 2 clock signals, as shown in Fig. 3. The C L K 1 signal
synchronizes WSSR with MCS such that its frequency is
given by fclk1 = α × Bmax . Unlike, clock frequency fclk2
of C L K 2 signal is the maximum operating frequency of
the proposed WSSR architecture that is derived based on its
critical path delay. To start with the spectrum sensing process,
input signal samples xi [m] ∀ m = {0, 1, 2 · · · Nx } are first
transferred to the storing data (SD) block where Nx number
of data samples are serially stored in the registers of SD.
After successfully storing Nx number of xi [m] data samples,
SD block generates the finish signal (denoted as FnSgn) which
enables the entire WSSR architecture, via 2:1 multiplexer,
to operate with C L K 2 master-clock signal of clock frequency
fclk2, as shown in Fig. 3. Subsequently, the convolution sample
(CS) block carries out the operations of lines 6−16 of Algo-
rithm 2. Following the completion of convolution for single
xi [m] data sample, which is stored in last register of SD block,
the CS block feeds back a control signal (denoted as NxtSgn)
that indicates the SD block to release subsequent xi [m] data
samples for convolution. Such procedure repeats until all the
stored data in SD block are convoluted and this marks the
end of process, as illustrated in line 5 of Algorithm 2. Con-
secutively, the outputs of CS block are passed to covariance
matrix (CM) block that generates the R̂8×8 matrix. For the
computations of eigenvalues (�) and eigenvectors (W ), this
complex Hermitian matrix is transformed into real symmetric
matrix by CM block and subsequently transfers its elements
to EVD block, as shown in Fig. 3. This block generates
both � and W that are fed to MDL and MUSIC blocks,
respectively. Here, MDL block determines N̂ number of active
channels using the eigenvalues. Subsequently, MUSIC block
immediately begins after the MDL block supplies the N̂
value. Eventually, MUSIC block generates information on
L-numbers of the PMU values, which are compared with
ψ (referring lines 17−32 in Algorithm 1) to determine the

Fig. 3. Proposed overall architecture of WSSR for cognitive radio network.

Fig. 4. Proposed micro-architecture of storing data (SD) block.

spectrum occupancy by PU(s), as shown in Fig. 3. Note that
the following subsections present comprehensive explanations
of the proposed micro-architectures of SD, CS, MDL, and
MUSIC blocks. It is to be noted that CM and EVD blocks
used in our WSSR architecture are reported in [27].

B. Hardware Architecture of SD Block

Detailed micro-architecture of the proposed SD block of
WSSR is presented in Fig. 4. It stores the data sequences in
parallel from x1[m] to x8[m] ∀ m = {1, 2, 3 · · · Nx }. Initially,
these data samples are fed to 2:1 multiplexer (denoted as
MUX1) at the zero input data-line, as shown in Fig. 4. It shows
that MUX1 output is connected to the one data store (ODS)
block. Consecutively, Nx number of such ODS blocks are
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serially connected along the first row of SD block to store
x1[m] data sequence in every clock cycle. In addition, same
rows in SD block are placed in-parallel for storing x2[m] to
x8[m] data sequences, as shown in Fig. 4. Eventually, outputs
of the last ODS blocks of these rows (i.e. d1[m] to d8[m]) are
passed to subsequent CS block in WSSR as well as these
outputs are also simultaneously fed back to the one input
data-line of respective MUX1, as shown in Fig. 4. In addition,
SD block also contains a MOD-Nx counter which is initiated
and initialized (to zero value) with enable and reset signals,
respectively. Once the count of this counter attains the value
of Nx , it generates logic-level high at FnSgn output signal that
is routed to the select line of MUX1 and it terminates the data
insertion from the MCS, as shown in Fig. 4. In the ODS micro-
architecture, input is connected to a 2:1 multiplexer (MUX2)
at zero input data-line and its output is passed to 32-bit register
(REG). Its output is subsequently routed to the next ODS block
and fed back to MUX2 at one input data-line. Finally, select
line for MUX2 has been generated by XORing FnSgn and
NxtSgn (fed back from CS block) signals.

C. Hardware Architecture of CS Block

Referring to our WSSR architecture from Fig. 3 and corre-
sponding to lines 5−10 of proposed Algorithm 1, CS block is
fed with d1[m] to d8[m] samples from SD block. The proposed
architecture of CS block is presented in Fig. 5 where its input
data samples are concurrently passed to one input data-lines of
2:1 multiplexers that are represented as MUX-11 to MUX-18.
Select line of these multiplexers is the FnSgn control signal
from SD block, as shown in Fig. 3. At the logic high level of
FnSgn signal, outputs of MUX-11 to MUX-18 multiplexers
are transferred to the HFCONV blocks, as presented in Fig. 5.
In these HFCONV blocks, d1[m] to d8[m] samples are filtered
via low pass filter with a cutoff frequency of fc = Bmax/L.
In order to generate a real-valued (non-ideal) low-pass filter
hr [n] with a length of H = 2·L, we have used in-built high-
level MATLAB-command hr [n]=fircsl1(H , 1/L, 0.02, 0.008)
with a normalized cutoff frequency of fc = 1/L, a pass-band
ripple of 0.02, and a stop-band ripple of 0.008. This hr [n] filter
has been frequency shifted to obtain the complex filter h[n] =
hr [n]×exp( j ·π ·n/L) [16]. Thereafter, the coefficients of h[n]
filter are 32-bit fixed-point quantized such that 16-MSB and
16-LSB represent real and imaginary components, respec-
tively. Additionally, filter coefficients h[0], h[1]· · ·h[L−1] are
steered by L:1 MUX-hright multiplexer, and the remaining
coefficients h[L], h[L + 1]· · ·h[H ] are routed via MUX-hle f t

multiplexer, as shown in Fig. 5. It also shows that the outputs
of MUX-hle f t and MUX-hright are further fed as inputs
hl and hr , respectively, to the HFCONV block. Select line
for both MUX-hle f t and MUX-hright multiplexers has been
generated by Counter-1 module that stores the counter value in
register REG1 via 2:1 multiplexer (i.e. MUX3) and an adder,
as illustrated in Fig. 5. Note that the select line of MUX3
multiplexer has been generated by XORing FnSgn and NxtSgn
signals. Here, NxtSgn signal is the output from REG2 register
which is assigned with logic-high value, via 2:1 multiplexer
MUX4, when the content of REG1 register from Counter-1
module attains L − 1 value, as illustrated in Fig. 5.

Fig. 5. Proposed hardware architecture of convolution sample (CS) block
for the WSSR.

Furthermore, the outputs from HFCONV1 to HFCONV8
blocks (i.e. xh1[n] to xh8[n]) are routed via 2:1 multiplexers
(MUX-21 to MUX-28), along their one input data-lines. The
outputs of these multiplexers are fed in-parallel to eight
serial-in-serial-out blocks (SISO1−SISO8), as presented in
Fig. 5. Referring line 11 of Algorithm 1, these SISO blocks
introduce the delays using SISO1 to SISO8 blocks that contain
rn = {2, 3, 7, 9, 11, 13, 19, 21} number of serially connected
32-bit registers, respectively, as shown in Fig. 5. Additionally,
a Counter-2 module of CS block is enabled when FnSgn
signal becomes logic high. Once this Counter-2 module attains
L+2 value, it generates logic-high level for the select line
of MUX-21 to MUX-28 multiplexers, as shown in Fig. 5.
Consecutively, the outputs of SISO blocks that are denoted
as xc1[n] to xc8[n] have been tapped as outputs from CS
block and further fed to CM block of our WSSR. In addition,
a high logic-level of Enb signal from CS block is delivered
to the CM block when the Counter-2 module attains a value
of H+1 that enables to skip dl=(H+1)/2 number of xci [n]
samples. Thereafter, the process of determining R̂8×8 matrix
for next M = 1024 data samples starts in CM block,
as described in line 20 of Algorithm 2.

1) Micro-Architecture of HFCONV: This subsection specif-
ically discusses the proposed micro-architecture of HFCONV1
block (which is the same architecture for other HFCONV
blocks), as shown in Fig. 6. It processes data1, hl and
hr which are the outputs from MUX-11, MUX-hle f t and
MUX-hright , respectively, to perform the convolution from
the proposed Algorithm 2. To begin with, data1 and hr are
passed to the right complex multiplier (denoted as mright )
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Fig. 6. Detail micro-architecture of HFCONV1 used in the proposed CS
block.

whose product is fed to the right SISO block. It contains
L number of serially connected 64-bit registers, as shown in
Fig. 6. Concurrently, data1 and hl are also multiplied by the
left complex multiplier (i.e. mle f t ). Its output is delivered to
the left SISO block that contains H = 2·L number of 64-bit
registers, as shown in lines 7−18 of Algorithm 2. Further-
more, outputs of these two SISO blocks: vright and vle f t are
supplied to complex adder for summing the real components of
vright [63:32] and vle f t [63:32] using Adder1. Concurrently, the
imaginary parts vright [31:0] and vle f t [31:0] are added with the
aid of Adder2 (referring line 19 of Algorithm 2). Eventually,
both the outputs of Adder1 and Adder2 are 16-bit truncated,
concatenated, and stored as 32-bit value in REG1 register,
as shown in Fig. 6.

D. Design of MDL-Block Architecture

The proposed architecture of MDL block has been designed
based on the proposed Algorithm 3, as shown in Fig. 7.
It processes 16-bit input eigenvalues � = {�1,�2 · · ·�16}
which are generated by EVD block in our WSSR. These
eigenvalues are first processed by merge sorting (MS) block
that sorts �1,�2 · · ·�16 eigenvalues in decreasing order [28].
In fact, EVD block generates double eigenvalues of R̂8×8
matrix. Here, MS block generates following outputs: �̂ ={
�̂1 = �̂2 ≥ �̂3 = �̂4 · · · �̂15 = �̂16

}
. Thus, the duplicate

eigenvalues (i.e. eigenvalues from even positions) are omitted
and only �̂ =

{
�̂3, �̂5, �̂7, · · · �̂15

}
eigenvalues are con-

currently passed to the logarithm (LGM) and cumulative-sum
(CMS) blocks, as shown in Fig. 7. Here, both LGM and CMS
blocks simultaneously generates L� =

{
L̂�1, L̂�2 . . . L̂�7

}
and S� =

{
Ŝ�1, Ŝ�2 . . . Ŝ�7

}
values, respectively, as

Fig. 7. Proposed micro-architecture of MDL block for our WSSR.

illustrated in lines 8-13 of Algorithm 3. Further, the inputs
S�1 − S�7 and �̂3 − �̂15 are fed to LOGLAM blocks via
respective 2:1 multiplexers (MUX-L1 to MUX-L7) along
one and zero input data-lines, respectively. Following that,
LGM block uses the CORDIC algorithm to compute log-
arithms of the outputs from MUX-L1 to MUX-L7 using
parallel LOGLAM-1 to LOGLAM-7 blocks, as presented in
Fig. 7. The MOD-16 counter in MDL block generates a
four-bit count signal such that the select line of MUX-L1
to MUX-L7 multiplexers is the MSB of this count signal
(i.e. count[4]), as demonstrated by Fig. 7. Further, these
multiplexer outputs are routed to parallel LOGLAM blocks
which generate L�1 − L�7 values after sixteen clock cycles.
In the CMS block, inputs �̂ and L� are steered through
2:1 multiplexers (MUX-S1 to MUX-S7) along zero and one
input data-lines, respectively. Subsequently, these multiplexer
outputs are routed to a 7:1 multiplexer (MUX-A) and its
select line has been tapped from three LSB of the count
signal (i.e. count[2:0]). Using an adder and a 19-bit register
(REG-A), MUX-A output is accumulated in the CMS block.
Consecutively, REG-A data is transferred to serially connected
registers REG-A1 to REG-A7, as shown in Fig. 7. It shows
that that data from these serial registers are permanently stored
in REG-S1 to REG-S7 registers via 2:1 multiplexers.

Furthermore, S� and L� outputs from CMS and LGM
blocks are fed to two 7:1 multiplexers: MUX-1 and MUX-2,
respectively. Select line of these multiplexers is three LSB of
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count signal. Based on line 5 of Algorithm 3, a 7:1 multiplexer
(MUX-3) has been used to steer each of the constant values
Br ∀ r = {1, 2, 3, · · · 7} in every clock cycle. Thereafter, the
MUX-1 output is multiplied with a constant value of −M and
stored in the REG-M1 register. Similarly, MUX-2 and MUX-3
outputs are multiplied and stored in REG-M2 register. Follow-
ing that, the contents of REG-M1 and REG-M2 registers are
added using ADD-M adder and its output is further added with
Cr constant value (routed via 7:1 multiplexer MUX-4) using
the adder ADD-C, in order to realize lines 6, 14 and 15 of
Algorithm 3, as shown in Fig. 7. Finally, ADD-C adder output
(i.e. mdlr ) is passed to the MS block that calculates absolute
value of mdlr and index value N̂ , as illustrated in line 17 of
Algorithm 3. Here, N̂ = min{mdl1, mdl2 · · · mdl7} and since
mdl7 < mdl6 < mdl5· · ·mdl2 < mdl1, mdl7 has been tapped
as N̂ output from the MS block, as shown in Fig. 7. This
index value is passed on to the following MUSIC block in
our WSSR for further processing, as illustrated in Fig. 3.

E. Hardware-Architecture for MUSIC Block

As described earlier in Fig. 3, the sorted eigenvectors W ={
ŵλ1, ŵλ3, ŵλ5 . . . ŵλ15

}
and N̂ index from EVD and MDL

blocks, respectively, are fed to MUSIC block. Its proposed
architecture is shown in Fig. 8 where elements of one eigen-
vector ŵλ1={v11, v21 · · · v81} are routed via an 8:1 MUX-E1
multiplexer. Similarly, the remaining elements of eigenvectors
(i.e. ŵλ3−ŵλ15 ) are simultaneously steered through MUX-E2
to MUX-E8 8:1-multiplexers. Our MUSIC block also contains
two counter modules: Counter1 and Counter2 that generate
count1 and count2 signals, respectively, as presented in Fig. 8.
Here, Counter1 begins with the aid of an active-high Enb
signal, which is received from the MDL block. Once count1
reaches a value of seven, count2 value is consecutively incre-
mented by one. This count1 signal is used as a select line
for MUX-E1 to MUX-E8 multiplexers whose outputs are
connected to a single 8:1 MUX-U multiplexer where the select
line is count2 signal. Thereafter, the output from MUX-U
is transferred to a 2:1 MUX-V multiplexer, as illustrated in
Fig. 8. It shows that the select line (sel-v) of MUX-V multi-
plexer is generated by comparing N̂ index with count2 value
such that sel-v is set to logic-high when count2 ≥ N̂ , otherwise
sel-v is reset to logic low. In the proposed MUSIC block,
MU0 to MU21 sub-blocks are used for realizing equation (5),
as illustrated in lines 17−20 of Algorithm 1. The inputs of
each MU sub-block are the output of MUX-V multiplexer
and count2 signal. Following that, the A8×22 matrix has been
priory computed and its elements are column-wise routed
to MU0 to MU8 sub-blocks via MUX-A1 to MUX-A22
8:1 multiplexers in parallel, as illustrated in Fig. 8. It also
shows that the select line of these multiplexers is count1
signal. Subsequently, the output lines of these MUX-A1 to
MUX-A22 multiplexers are connected to corresponding MU0
to MU21 sub-blocks. Here, PMU (0) to PMU (21) signals (each
of 16 bit) from MU0 to MU21 sub-blocks, respectively, are
the final outputs of MUSIC block. Eventually, these signals
are compared with ψ threshold value to determine the active
L − 1 channels in our WSSR, as discussed in Fig. 3.

Fig. 8. Proposed hardware design of MUSIC block and micro-architecture
of MU sub-block.

On the other hand, a detailed micro-architecture of MU0
has been presented in Fig. 8 (this design is the same for
the rest of the MU1 to MU21 sub-blocks). To begin with,
outputs from MUX-V and MUX-A1 multiplexers (which are
inputs to the MU0 sub-block) are first multiplied by Mcm

complex multiplier, whose architecture is the same as the
mright or mle f t multiplier used in CS block from Fig. 6. The
64-bit output from Mcm is segregated into two data lines:
its 32 MSB data is fed to Adder1 and the remaining 32 LSB is
processed by Adder2. Furthermore, outputs from Adder1 and
Adder2 are buffered into 32-bit REG1 and REG2 registers,
respectively. Following that, REG1 data is delivered to the
2:1 MUX-1 multiplexer and data in REG2 is steered through
the 2:1 MUX-2 multiplexer. Both these multiplexer outputs are
supplied to M1 and M2 multipliers when count2 value resets
to zero, as shown in Fig. 8. Subsequently, the products from
M1 and M2 are added (using Adder3) and stored in a 16-bit
REG3 register. With the aid of Adder4, the data from REG3
is accumulated and stored in the REG4 register. Eventually,
REG4 data has been processed by the divider to generate
a 16-bit value of PMU (0), as illustrated in line 18 from
Algorithm 1.

F. Sensing-Time Computation of WSSR

This subsection presents timing analysis to estimates the
sensing time of proposed WSSR architecture. As discussed
earlier in section III-A, our WSSR operates with two distinct
clock frequencies: fclk1 and fclk2. These frequencies and the
latency � (in terms of clock cycles) of WSSR are used for
computing its sensing time τsen . Furthermore, � has been
segregated into six parts: �1, �2, · · · �6. Here, �1 and
remaining �2 − �6 portions of � correspond to fclk1 and
fclk2 clock frequencies, respectively, while calculating the τsen
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Fig. 9. Timing diagram for estimating the latency of proposed WSSR
architecture.

value (in second) of proposed WSSR as

τsen = �1/ fclk1 +
6
i=2�i/ fclk2. (6)

Each of these parts (�1 −�6) represents the total number of
clock cycles required to perform certain task by our WSSR.
Segregation of clock cycles for different parts of � has been
schematically presented by the timing diagram in Fig. 9.
Subsequently, explanations of the tasks performed during these
time durations are explained below.
�1 : Stores Nx number of xi [m] data samples in SD block,

consuming Nx clock cycles.
�2 : Waits L+dl clock cycles while transmitting the correct

xci [m] data samples into the CM block.
�3 : Calculates R̂8×8 matrix for 1024 samples of xci [m],

requiring 1024 clock cycles.
�4 : EVD block computes � and W values of R̂8×8 matrix

in 900 clock cycles.
�5 : MDL block calculates the value of N̂ index in 64 clock

cycles.
�6 : Finally, L − 1 values of test statistics are computed

using MUSIC block and compared with ψ value
to detect the presence/absence of PUs, consuming
p(p − 1)+ 2 clock cycles.

Therefore, the expression for computing sensing time (in
second) of the proposed WSSR architecture is

τsen = (Nx/ fclk1)+ {(L + dl + p(p − 1)+ 1990) / fclk2}.
(7)

IV. PERFORMANCE ANALYSES, HARDWARE

VALIDATION AND COMPARISONS

A. Performance Analyses

The proposed WSSR must deliver higher probability of
detection (Pd ) and lower probability of false alarm (Pf a) for
reliable performance. Hence, this section presents comprehen-
sive performance analysis of our WSSR by plotting the Pd

values obtained at various signal-to-noise ratios (SNRs) of the
channel environment. We have carried out such performance
analyses with the aid of extensive Monte-Carlo simulations
in an additive-white Gaussian noise (AWGN) channel envi-
ronment with the SNR values ranging between -10 to 10 dB.
In order to evaluate the performance of proposed WSSR, x(t)
wideband analog-signal at the input of MCS (referring Fig. 1)
is mathematically represented as

x(t) =
N∑

i=1

αi · sinc{Bi(t − ti )}· exp( j ·2π · fi ·t)+ n(t) (8)

where sinc(x) = sin(x)/(x), and N denotes the number of
bands. Here, i th band of x(t) has an energy of αi , a precise
support bandwidth of Bi , a time offset of ti that is relative
to the carrier frequency fi , and this x(t) is corrupted by the
AWGN n(t) = N (0, 1). Further, performance of the proposed
WSSR is regulated by p, L, Nx , and H coefficients (of the
h[n] low-pass filter) at various channel SNRs. In this work,
the Pd value that quantifies probability of correct detection of
an active channel has been computed as

Pd =
N∑

i=1

Pr (ki ∈ k̂ | ki ∈ k). (9)

In this expression, k denotes the indices of N active-channels
set and k̂ is the estimated active-channels set. Note that Pd

value is proportional to channel SNRs and P/L compression
ratio (CR) which is a factor used for the calculation of reduc-
tion in multicoset sampling frequency. Consequently, we gen-
erate a wideband x(t) signal in the range of 0−220 MHz
with a single frequency band, such that Bi = 10 MHz ∀
i = {1, 2, 3 · · · N}, with the varying SNR values between −10
to 10 dB and CR values of 0.1, 0.2, and 0.3 for computing
the plots of Pd , as shown in Fig. 10 (a). It clearly shows that
the Pd value increases with the CR value. Hence, it can be
understood that the proposed WSSR delivers better detection
performance at lower SNR by using larger CR value with
substantial Nx samples and H coefficient values. However,
performance analysis shown in Fig. 10 (a) has been carried
out for Nx = 46 samples and H = 383. On the other
side, by fixing the CR value of 0.36, p = 8, and L = 22,
we have presented Pd versus SNR plots for various Nx

samples, ranging between 20 to 50 samples, as shown in
Fig. 10 (b). Here, the proposed WSSR delivers adequate
detection performance with Nx = 46 samples and beyond this
value, the performance improvement is marginal. Furthermore,
serially connected ODS micro-architectures in SD block of
our WSSR (referring Fig. 4) increases with the rise in Nx

value and consequently elongates the sensing time. Thereby,
Nx = 46 samples is adequate value for reliable performance
and hardware-efficient architecture of the proposed WSSR.
Similarly, its performance analysis has been carried out for
various H coefficients of h[n] values, using the p = 8, L =
22, CR=0.36, and Nx = 50, as illustrated in Fig. 10 (c). Here,
once the H≥40, the proposed WSSR maintains consistent
performance even at lower SNR. However, this will increase
the sensing time due to increase in the sizes of CS block as
well as steering logics in our WSSR architecture.

B. Hardware Implementation and Functional Validation

The proposed WSSR architecture has been coded using
Verilog hardware-description-language (HDL) and synthesized
in the environment of Vivado design-suite 2017. Its final netlist
has been hardware implemented on the Zynq UltraScale+
FGPA board. With the aid of MATLAB simulation plat-
form, the FPGA prototype of our WSSR has been func-
tionally validated. At -5 dB of channel SNR, a wideband
signal x(t) has been generated in MATLAB environment
based on (8) model using the additional specifications like
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Fig. 10. Comprehensive performance analyses of the proposed WSSR, showing the Pd -versus-SNR plots with the varying values of (a) compression ratio,
(b) number of data samples, and (c) filter coefficients.

Fig. 11. Fast Fourier transform of the wideband signal x(t) for validating the
FPGA prototype of our WSSR with N = 3, fi =[181.77, 395.4, 586.98] MHz,
Bi = 37.87 MHz, ti =[6, 13, 17], and Bmax = 833.3 MHz.

N = 3 bands, fi=[181.77, 395.4, 586.98] MHz, Bi =
37.87 MHz, ti=[6, 13, 17], and Bmax = 833.3 MHz, as shown
in Fig. 11. Furthermore, this wideband signal has been sam-
pled using the MATLAB model of MCS (referring Fig. 1)
with ci = {2, 3, 7, 10, 12, 14, 19, 21}, p = 8, L = 22 and
T = 1/Bmax . Thereafter, each of the xi [m] output samples
from MCS are quantized into 32 bit where 16 MSB represent
the real component of xi [m] sample and the remaining 16 LSB
quantify its imaginary part. Subsequently, these bit quantized
values are stored in a text file (say data.txt). As discussed
earlier in section III-A, the proposed WSSR architecture
essentially operates at two clock frequencies: fclk1 and fclk2.
In order to synchronize SD block of WSSR with MCS, the
longest path delay (∂S D) of SD block plays a vital role and it
includes the combinational delays (i.e. ∂MU X1 and ∂MU X2) of
two multiplexers: MUX1 and MUX2, referring Fig. 4. Hence,
such longest path delay of SD block is expressed as

∂S D = tcq−REG + ∂MU X1 + ∂MU X2 + tsu−REG (10)

TABLE I

COMPARISON OF MULTICOSET-BASED PROPOSED AND REPORTED

WSSR IMPLEMENTATIONS IN STRATIX-IV FPGA BOARD

where tcq−REG and tsu−REG represent clock-to-Q delay and
setup time of flip-flops in the registers, respectively. Based on
the static timing analysis of WSSR FPGA implementation,
the SD block operates at a maximum clock frequency of
fmax−S D=1/∂S D=946 MHz, while processing 32-bit output
samples from MCS. On the other side, an overall longest-
path delay of our WSSR lies in the EVD block, which is
presented in [27], that incurs a maximum clock frequency
( fclk2) of 215 MHz. In order to evaluate the functionality of
our WSSR FPGA-prototype, we have designed a testbench
(in Verilog HDL) that enables to feed xi [m] samples from
data.txt file to SD block of WSSR at the clock rate of fclk1 =
300 MHz (∵ fclk1 = α × Bmax = 0.36× 833.3 = 300 MHz).
Consequently, SD block stores Nx = 50 samples that takes
τ1 = Nx/ fclk1 = 0.166 μs. Hereafter, our WSSR operates
at fclk2 = 150 MHz frequency of CLK2 clock signal that is
produced using a clock divider circuit (i.e. frequency division-
by-two module), as shown in Fig. 3. Hence, WSSR design
requires τ2 = 2112/ fclk2 = 14.08 μs to deliver the final
output. Eventually, an overall sensing time of the proposed
WSSR architecture is τsen = τ1 + τ2 = 14.16 μs. Its post
placed-and-routed simulation results from Zynq UltraScale+
FPGA board has been presented in Fig. 12. This output
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TABLE II

COMPARISON OF PROPOSED ARCHITECTURE WITH PRIOR REPORTED IMPLEMENTATIONS

Fig. 12. Snapshot of the output waveform obtained from the post placed-
and-routed FPGA implementation of the proposed WSSR architecture.

waveform clearly shows that the active channel set PUMU (k̂)
∀ k̂ = {4, 5, 11, 16, 17} (denoted as L4, L5, L11, L16 and L17
in Fig. 13) are asserted to high value after � = 2162 clock
cycles. Further, we have compared all MATLAB simulated and
FPGA measured values of PMU (k) ∀ k = {0, 1, 2, · · · L − 1},
as illustrated in Fig. 13.

As discussed earlier in section III-A, the sampling rate of
MCS and the clock frequency of SD block (that is used for
storing Nx samples) must be synchronized. Therefore, the
sampling rate of MCS must be equal to fclk1 = fmax−S D =
1/∂S D = α·Bmax . As a result, the maximum sensing band-
width Bmax of the proposed WSSR is given by

Bmax = fclk1/α. (11)

Hence, our WSSR architecture has a maximum sensing band-
width of Bmax =

(
946× 106

)
/0.36 = 2.63 GHz, when

implemented on the Zynq UltraScale+ FPGA-board.

C. Comparisons and Discussion

In this subsection, the proposed WSSR architecture has
been compared with the similar multicoset-based reported
implementations from the literature [22], [24]. These reported
architectures are cooperative wideband spectrum sensors that
employ sparse fast Fourier transform (sFFT) for computing the

FFT of a subset of time-domain input data [22], [24]. Unlike,
the proposed multicoset-based WSSR is a stand-alone wide-
band spectrum-sensor which is implemented in time domain.
For fair comparison, proposed WSSR architecture has been
implemented on a Stratix-IV FPGA board (i.e. used by [22],
[24]) with the same specifications that are earlier presented
in section IV-B. In this FPGA platform, the SD block is
capable of operating at a maximum operating frequency of
fmax−S D = 880 MHz. Therefore, based on (11), the achiev-
able Bmax of our WSSR is 2.44 GHz when implemented on
Stratix-IV FPGA board that is 38.5% higher than the reported
implementations from [22], [24], as shown in Table I. It also
presents that an overall maximum clock frequency (i.e. fclk2)
of our design is 170 MHz and the total latency remains same
as � = 2162 clock cycles which is 85.92% and 94.1% lesser
than [24] and [22], respectively. Furthermore, the sensing
time of proposed WSSR is computed as τsen = (50/850 +
2112/170) × 10−6 = 12.48 μs. Therefore, Table I shows
that the sensing time of our WSSR is 90% and 92% faster
than [24] and [22], respectively. However, the numbers of
dedicated logic registers and combinational ALUTs in the pro-
posed design is more than the reported implementations [22],
[24]. At the same time, the usage of total block memory in
our design is considerably lower than these reported works,
as listed in Table I. Thus, the proposed WSSR architecture
is capable of monitoring a wideband spectrum of ≈2.4 GHz
at a higher rate (due to low sensing time) with adequate
detection performance and moderate consumption of hardware
resources.

Unlike the proposed WSSR that uses sub-Nyquist sampling,
there are other reported implementations of multicoset-based
WSSRs that use Nyquist sampling methods like FFT-based
multi-tap windowing energy detector (FFT-MWED) [29],
FFT-based discrete-wavelet packet-transform energy detector
(FFT-DPED) [30], FFT-based eigenvalue-based spectrum sen-
sor (FFT-EVSR) [31], EVSR [3], and CSRs (as discussed ear-
lier in section I) [32], [33], [34], [35]. On the other hand, [37],
[38] are an analog CMOS-RF based ED spectrum sensors.
All the aforementioned implementations sample the received
x(t) signal at the Nyquist rate. Furthermore, comparison of
the proposed WSSR architecture with these contributions has
been presented in Table II. According to (11), our WSSR
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Fig. 13. Comparison plots of simulated and measured results of the proposed
WSSR output.

has Bmax = 781.2/0.36 = 2.17 GHz at -5 dB of SNR,
when synthesized and post-layout simulated in 90 nm-CMOS
technology node. It also delivers a sensing time of τsen =
(50/781.2× 106) + (2112/160× 106) = 13.2 μs. Thus, the
proposed WSSR supports 10.85×, 8.68×, 54.25× and 5.4×
wider bandwidth than the prior implementations from [3],
[29], [30], [31], respectively. In addition, the proposed WSSR
implementation delivers 42× to 49× greater bandwidth com-
pared to reported CSR implementations [32], [33], [34], [35].
Furthermore, our design delivers a shortest sensing time of
13.5 μs among all the implementations, as listed in Table II.

V. CONCLUSION

This work contributed towards algorithmic, architectural,
and hardware implementation aspects of multicoset sampling
based wideband spectrum sensing in time domain for the
cognitive radio network. Various contemporary (like 5G-NR)
and next-generation (like 6G) wireless communication tech-
nologies need to access wide spectrum band and WSSR plays
significant role to enhance the spectrum utilization. Therefore,
VLSI algorithms and hardware architectures of such WSSR
were proposed in this paper that delivered faster sensing time
and wider sensing bandwidth, compared to existing implemen-
tations in the literature. Hence, our work possesses profound
potential to be adopted for the deployment of next-generation
wireless technologies to achieve higher spectral efficiency.
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